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This book is devoted to the analysis of approximate solution techniques for differential equations, based on classical orthogonal polynomials. These techniques are popularly known as spectral methods. In the last few decades, there has been a growing interest in this subject. As a matter of fact, spectral methods provide a competitive alternative to other standard approximation techniques, for a large variety of problems. Initial applications were concerned with the investigation of periodic solutions of boundary value problems using trigonometric polynomials. Subsequently, the analysis was extended to algebraic polynomials. Expansions in orthogonal basis functions were preferred, due to their high accuracy and flexibility in computations.

The aim of this book is to present a preliminary mathematical background for beginners who wish to study and perform numerical experiments, or who wish to improve their skill in order to tackle more specific applications. In addition, it furnishes a comprehensive collection of basic formulas and theorems that are useful for implementations at any level of complexity. We tried to maintain an elementary exposition so that no experience in functional analysis is required.

The book is divided into thirteen chapters. In the first chapter, the reader can find definitions and properties relative to different families of polynomials. Orthogonality, zeroes, Gaussian quadrature formulas, basis transformations, and many other algebraic relations are studied in chapters 2, 3, 4. With the help of the short introduction to functional analysis given in chapter 5, a survey of results in approximation theory is provided.
in chapter 6. Chapter 7 is devoted to the study of the discretization of derivative operators. The eigenvalues of the corresponding matrices are analyzed in chapter 8. The study of the differential equations begins in chapter 9. Ordinary differential equations and time-dependent partial differential equations in one space variable are examined in chapters 9 and 10 respectively. Domain-decomposition methods and related solution techniques are considered in chapter 11. Numerical experiments on four upgraded model problems in one dimension are presented in chapter 12. Finally, suggestions for the treatment of problems in two variables are presented in the last chapter.
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1 SPECIAL FAMILIES OF POLYNOMIALS

Approximating functions in spectral methods are related to polynomial solutions of eigenvalue problems in ordinary differential equations, known as Sturm-Liouville problems. These originate from applying the method of separation of variables in the analysis of boundary-value problems. We outline both basic and remarkable properties of the most commonly used families of polynomials of this kind.

1.1 Sturm-Liouville problems

Let I denote an open interval in $\mathbb{R}$. We consider the continuous functions $a : \bar{I} \to \mathbb{R}$, $b : I \to \mathbb{R}$, $w : I \to \mathbb{R}$, satisfying $a \geq 0$ in $\bar{I}$ and $w > 0$ in $I$. We are concerned with the solutions $(\lambda , u)$ to the following eigenvalue problem:

$$-(au')' + bu = \lambda w u \quad \text{in } I , \quad \lambda \in \mathbb{R}.$$

A large variety of boundary conditions can be assumed in order to determine uniquely, up to a constant factor, the eigenfunction $u$. Problem (1.1.1) is said to be regular if $a > 0$ in $\bar{I}$. When $a$ vanishes at least at one point in $\bar{I}$, then we have a singular problem. The literature about this subject gives plenty of results. For a general theory, we can refer for instance to COURANT and HILBERT(1953), YOSIDA(1960), BRAUER and NOHEL.
We only remark that, in most of the cases, one can show that the set of eigenvalues form a divergent sequence of real positive numbers. Many families of eigenfunctions have been widely studied. Among these, Bessel functions are the most representative (see section 12.4). However, we are mainly concerned with polynomial solutions of (1.1.1). In particular, we are interested in introducing and characterizing sequences \( \{(\lambda_n, u_n)\}_{n \in \mathbb{N}} \) of solutions to (1.1.1) with \( \lambda_n > 0 \), \( \lim_{n \to \infty} \lambda_n = +\infty \), where the \( u_n \)'s are polynomials of degree \( n \), suitably normalized. Many examples will be given in the following. Here we state a first general result, which will be proven in section 2.2.

**Theorem 1.1.1** - If \( \{u_n\}_{n \in \mathbb{N}} \) is a sequence of solutions to (1.1.1), where \( u_n \) is a polynomial of degree \( n \), then it is possible to find three real sequences \( \{\rho_n\}, \{\sigma_n\}, \{\tau_n\}, n \geq 2 \) such that

\[
(1.1.2) \quad u_n(x) = (\rho_n x + \sigma_n) u_{n-1}(x) + \tau_n u_{n-2}(x), \quad \forall n \geq 2, \forall x \in I.
\]

According to (1.1.2), we define \( \rho_1, \sigma_1 \in \mathbb{R} \), such that \( u_1(x) = (\rho_1 x + \sigma_1)u_0(x) \). Theorem 1.1.1 allows us to recursively compute the \( n^{th} \) polynomial at a given point \( x \in I \), starting from the values \( u_0(x) \) and \( u_1(x) \). By differentiating the expression (1.1.2), we get a similar relation for the derivative, i.e.

\[
(1.1.3) \quad u'_n(x) = (\rho_n x + \sigma_n) u'_{n-1}(x) + \rho_n u_{n-1}(x) + \tau_n u'_{n-2}(x), \quad \forall n \geq 2, \forall x \in I.
\]

The simultaneous evaluation of (1.1.2) and (1.1.3) gives \( u'_n \) at the point \( x \). Evaluation of higher order derivatives can be clearly carried out in the same way.

### 1.2 The Gamma function

Before continuing our analysis of polynomial eigenfunctions, it is convenient to review some properties of the well-known *Euler Gamma* function which, for any real positive
number \( x \), is defined as
\[
\Gamma(x) := \int_0^{+\infty} t^{x-1} e^{-t} \, dt.
\]
Proving the following functional equation is straightforward after integration by parts:
\[
(1.2.1) \quad \Gamma(x + 1) = x \Gamma(x), \quad x > 0.
\]
In particular, when \( n \) is an integer, we have a fundamental relation obtained from (1.2.1) by induction, i.e. \( \Gamma(n + 1) = n! \).
Another important relation is
\[
(1.2.2) \quad \Gamma(x) \Gamma(1-x) = \frac{\pi}{\sin \pi x}, \quad 0 < x < 1.
\]
From (1.2.2) one can easily obtain \( \Gamma \left( \frac{1}{2} \right) = \sqrt{\pi} \). A useful equality, which can be deduced from the definition of the Beta function (see for instance LUKES (1969), Vol.1), is
\[
(1.2.3) \quad \int_{-1}^{1} (1 + t)^{x-1} (1 - t)^{y-1} \, dt = 2^{x+y-1} \frac{\Gamma(x) \Gamma(y)}{\Gamma(x+y)}, \quad x > 0, \ y > 0.
\]
The binomial coefficients are generalized according to
\[
(1.2.4) \quad \binom{x}{k} := \frac{\Gamma(x+1)}{k! \ \Gamma(x-k+1)}, \quad k \in \mathbb{N}, \ x > k - 1.
\]
The formulas considered here, as well as many other properties of the Gamma function are widely discussed in LUKES (1969), Vol.1; SRIVASTAVA and MANOCHA (1984), HOCHESTADT (1971).

The numerical evaluation of the Gamma function is generally performed by reducing the computation shifting backwards to the interval \([0, 1]\) using (1.2.1). The interval can be further reduced to \([\frac{1}{2}, 1]\) by taking into account (1.2.2). Finally, suitable series expansions centered about 1 can be implemented. For other theoretical and computational aspects we can refer for instance to LUKES (1969), Vol.2. We only mention the following expansion:
\( \Gamma(x) = \left( x + \frac{9}{2} \right)^{\frac{x-\frac{1}{2}}{2}} e^{1-x} \left( \tau_0 + \sum_{k=1}^{\infty} \tau_k H_k(x) \right), \)

where

\( H_k(x) := \frac{(x-1)(x-2) \cdots (x-k)}{x(x+1) \cdots (x+k-1)}, \quad k \geq 1, \)

\[ \tau_0 := \sqrt{\frac{2}{11}}, \quad \tau_k := 2(-1)^k k \sum_{m=0}^{k} \frac{(k+m-1)!}{m!(k-m)!} \frac{(-1)^m e^m}{(m+\frac{11}{2})^{m+1/2}}, \quad k \geq 1. \]

This is basically the expression given in LUKE(1969), Vol.1, page 30. More theoretical details and tabulated values are contained in that book.

### 1.3 Jacobi polynomials

We introduce the first family of polynomial solutions to (1.1.1) called Jacobi polynomials. They depend on two parameters \( \alpha, \beta \in \mathbb{R} \) with \( \alpha > -1, \beta > -1 \). As we will see in the following, an appropriate choice of these parameters leads to other well-known families, such as Legendre or Chebyshev polynomials.

Let us set \( I = ]-1,1[ \) and let us take \( a, b, w \) in (1.1.1) such that

\[ a(x) = (1-x)^{\alpha+1} (1+x)^{\beta+1}, \quad \forall x \in \tilde{I}, \]
\[ b(x) = 0, \quad w(x) = (1-x)^{\alpha} (1+x)^{\beta}, \quad \forall x \in I, \]
\[ \alpha > -1, \beta > -1. \]

After simplification, this choice yields the singular eigenvalue equation

\[ -(1-x^2)u'' + ((\alpha + \beta + 2)x + \alpha - \beta)u' = \lambda u. \]
By applying the Frobenius method (see for instance DETTMAN(1969)), we get the following result.

**Theorem 1.3.1** - *The solution to (1.3.1) is a polynomial of degree \( n \) only when \( \lambda = n(n + \alpha + \beta + 1) \), \( n \in \mathbb{N} \).*

We shall define the \( n \)-degree Jacobi polynomial \( P_n^{(\alpha, \beta)} \) to be the unique solution of (1.3.1) normalized by

\[
P_n^{(\alpha, \beta)}(1) := \binom{n + \alpha}{n} = \frac{\Gamma(n + \alpha + 1)}{n! \Gamma(\alpha + 1)}, \quad n \in \mathbb{N},
\]

or equivalently by

\[
P_n^{(\alpha, \beta)}(-1) := (-1)^n \binom{n + \beta}{n}, \quad n \in \mathbb{N}.
\]

We observe that no boundary conditions are imposed in (1.3.1). These are replaced by requiring the solutions to be polynomials. Condition (1.3.2) (or (1.3.3)) is only imposed to select a unique eigenfunction, otherwise defined to within a multiplicative constant.

Many theorems and properties for this family of polynomials are well-known. Here we just collect some basic results and we refer to SZEGBÖ(1939), LUKE(1969), ASKEY(1975), SRIVASTAVA and MANOCHA(1984) for a detailed essay. First we give the Rodrigues’ formula:

\[
(1 - x)^{\alpha} (1 + x)^{\beta} P_n^{(\alpha, \beta)}(x) = \frac{(-1)^n}{2^n n!} \frac{d^n}{dx^n} [(1 - x)^n + \alpha (1 + x)^n + \beta], \quad n \in \mathbb{N}.
\]

A more explicit form is

\[
P_n^{(\alpha, \beta)}(x) = 2^{-n} \sum_{k=0}^{n} \binom{n + \alpha}{k} \binom{n + \beta}{n - k} (x - 1)^{n-k} (x + 1)^k
\]

\[
= \frac{\Gamma(2n + \alpha + \beta + 1)}{2^n n! \Gamma(n + \alpha + \beta + 1)} \left[ x^n + \frac{(\alpha - \beta)n}{2n + \alpha + \beta} x^{n-1} + \cdots \right], \quad n \in \mathbb{N}.
\]
Both (1.3.4) and (1.3.5) can be checked by direct substitution in (1.3.1). A lot of formulas relate Jacobi polynomials corresponding to different choices of the pair of parameters $(\alpha, \beta)$. We show one of the most representative, i.e.

\[(1.3.6) \quad \frac{d}{dx} \left[ P_n^{(\alpha, \beta)} \right] = \frac{1}{2} \left( n + \alpha + \beta + 1 \right) P_{n-1}^{(\alpha+1, \beta+1)}, \quad n \geq 1.\]

By (1.3.4) or (1.3.5) it is clear that

\[(1.3.7) \quad P_0^{(\alpha, \beta)}(x) = 1, \quad P_1^{(\alpha, \beta)}(x) = \frac{1}{2} (\alpha + \beta + 2) x + \frac{1}{2} (\alpha - \beta).\]

Since (1.3.4) and (1.3.5) are quite unpracticable, higher degree polynomials can be determined using theorem 1.1.1. More precisely, we have

\[(1.3.8) \quad \rho_n = \frac{(2n + \alpha + \beta) (2n + \alpha + \beta - 1)}{2n (n + \alpha + \beta)}, \quad \sigma_n = \frac{(\alpha^2 - \beta^2) (2n + \alpha + \beta - 1)}{2n (n + \alpha + \beta) (2n + \alpha + \beta - 2)}, \quad \tau_n = -\frac{(n + \alpha - 1) (n + \beta - 1) (2n + \alpha + \beta)}{n (n + \alpha + \beta) (2n + \alpha + \beta - 2)}, \quad n \geq 2.\]

Moreover, one has: $\rho_1 = \frac{1}{2} (\alpha + \beta + 2), \quad \sigma_1 = \frac{1}{2} (\alpha - \beta)$. Derivatives can be recovered using (1.1.3) or (1.3.6).

Finally, we present the following estimate in the interval $I$ (see Szegő (1939)):

\[(1.3.9) \quad \max_{-1 \leq x \leq 1} | P_n^{(\alpha, \beta)}(x) | = \max \left\{ | P_n^{(\alpha, \beta)}(\pm1) | \right\} = \max \left\{ \binom{n + \alpha}{n}, \binom{n + \beta}{n} \right\}, \quad n \in \mathbb{N}.\]

Further properties can be proven for the so called ultraspherical (or Gegenbauer) polynomials. These are Jacobi polynomials where $\alpha = \beta$. We soon see two celebrated examples.
1.4 Legendre polynomials

Legendre polynomials are Jacobi ultraspherical polynomials with $\alpha = \beta = 0$. To simplify the notation it is standard to set $P_n := P_n^{(0,0)}$. We now review the basic properties. According to theorem 1.3.1, we have the differential equation

\[(1 - x^2) P''_n - 2x P'_n + n(n+1) P_n = 0, \quad n \in \mathbb{N}.\]

Conditions (1.3.2), (1.3.3) give respectively $P_n(1) = 1$, $P_n(-1) = (-1)^n$, $n \in \mathbb{N}$. The recursion formula is

\[(1.4.2) \quad P_n(x) = \frac{2n-1}{n} x P_{n-1}(x) - \frac{n-1}{n} P_{n-2}(x), \quad x \in [1], \quad n \geq 2.\]

**Figure 1.4.1** - Legendre polynomials for $1 \leq n \leq 6$.

**Figure 1.4.2** - The eleventh Legendre polynomial.

It is easy to check that $P_n$ is an even (odd) function if and only if $n$ is even (odd). Moreover, from (1.4.1) one gets

\[(1.4.3) \quad P'_n(\pm 1) = \pm \frac{n(n+1)}{2} (\pm 1)^n, \quad n \in \mathbb{N}.\]
Furthermore, (1.3.9) leads to

\[ |P_n(x)| \leq 1, \quad |x| \leq 1, \quad n \in \mathbb{N}. \]  

Combining (1.3.6) and (1.3.9), we can also estimate the derivative according to

\[ |P_n'(x)| \leq \frac{1}{2} n (n + 1), \quad |x| \leq 1, \quad n \in \mathbb{N}. \]  

Another useful relation can be easily established by taking \( x = 0 \) in (1.4.2), i.e.

\[ P_n(0) = \begin{cases} 0 & \text{if } n \text{ is odd,} \\ n! \frac{2^{-n} \left( \left( \frac{n}{2} \right) \right)^{-2}} & \text{if } n \text{ is even.} \end{cases} \]

Therefore, one deduces that \( \lim_{n \to +\infty} P_n(0) = 0 \).

In Figure 1.4.1 the polynomials \( P_n, 1 \leq n \leq 6 \), are plotted, while Figure 1.4.2 shows the behavior of \( P_{11} \).

In order to give some general ideas of the behavior of Legendre polynomials, we state two other results (see SZEGÖ(1939) and JACKSON(1930) respectively).

**Theorem 1.4.1.** - For any \( n \geq 5 \), when \( x \) increases from 0 to 1, the successive relative maximum values of \( |P_n(x)| \) also increase.

**Theorem 1.4.2.** - For any \( n \in \mathbb{N} \) and any \( x \in \bar{I} \), one has

\[ P_n(x) = \frac{1}{\pi} \int_0^\pi \left( x + i \sqrt{1 - x^2} \cos \theta \right)^n d\theta. \]

Though the right hand side in (1.4.7) contains the imaginary unity (i.e., \( i = \sqrt{-1} \)), the global integral is real. Taking the absolute value on both sides of (1.4.7), we can prove the estimate:
\[(1.4.8) \quad |P_n(x)| \leq \frac{1}{\pi} \int_{0}^{\pi} \left[ x^2 + (1 - x^2) \cos^2 \theta \right]^{n/2} d\theta \]

\[\leq \frac{1}{\pi} \int_{0}^{\pi} \left[ x^2 + (1 - x^2) \cos^2 \theta \right] d\theta = \frac{1 + x^2}{2}, \quad x \in \bar{I}, \quad n \geq 2.\]

This shows that the Legendre polynomials in \(\bar{I}\) are uniformly bounded between the parabolas \(y = -\frac{1}{2} (1 + x^2)\) and \(y = \frac{1}{2}(1 + x^2)\).

### 1.5 Chebyshev polynomials

The Chebyshev polynomials (of the \textit{first kind}) are related to the ultraspherical polynomials with \(\alpha = \beta = -\frac{1}{2}\). In fact, they are defined by

\[(1.5.1) \quad T_n := \delta_n P_{\frac{n}{2}, \frac{n}{2}}^{(\frac{1}{2}, \frac{1}{2})}, \quad n \in \mathbb{N},\]

where

\[\delta_n := \frac{(n!)^2}{(2n)!} = \frac{n! \sqrt{\pi}}{\Gamma(n + \frac{1}{2})} = \left[ \left( \frac{n - \frac{1}{2}}{n} \right) \right]^{-1}.\]

Consequently, they are solutions of the Sturm-Liouville problem

\[(1.5.2) \quad (1 - x^2) T_n''' - x T_n'' + n^2 T_n = 0, \quad n \in \mathbb{N}.\]

By taking \(\alpha = \beta = -\frac{1}{2}\) in (1.3.8), after appropriate scaling, we arrive at the recursion formula

\[(1.5.3) \quad T_n(x) = 2x T_{n-1}(x) - T_{n-2}(x), \quad x \in \bar{I}, \quad n \geq 2,\]

where \(T_0(x) = 1\) and \(T_1(x) = x\).
In general, we obtain \( T_n(\pm 1) = (\pm 1)^n, \ n \in \mathbb{N} \). Evaluating at the points \( x = \pm 1 \), (1.5.2) yields

\[
(1.5.4) \quad T'_n(\pm 1) = \pm (\pm 1)^n n^2, \quad n \in \mathbb{N}.
\]

Moreover, \( T_n \) is even (odd) if and only if \( n \) is even (odd). An explicit expression for the Chebyshev polynomial of degree \( n \) is

\[
(1.5.5) \quad T_n(x) = \sum_{k=0}^{[n/2]} \left( \sum_{m=k}^{[n/2]} \binom{n}{2m} \binom{m}{k} \right) x^{n-2k} = 2^{n-1} x^n - n 2^{n-3} x^{n-2} + \frac{1}{2} n(n-3) 2^{n-5} x^{n-4} + \cdots, \quad x \in \bar{I}, \ n \in \mathbb{N}.
\]

In (1.5.5), \([\bullet]\) denotes the integer part of \( \bullet \).

The most remarkable characterization is given by the simple relation

\[
(1.5.6) \quad T_n(\cos \theta) = \cos n \theta, \quad \theta \in [0, \pi], \ n \in \mathbb{N}.
\]

The above expression relates algebraic and trigonometric polynomials. Such an important peculiarity can be proven by noting that

\[
(1.5.7) \quad \frac{dT_n}{dx}(\cos \theta) = \frac{n \sin n \theta}{\sin \theta},
\]

\[
(1.5.8) \quad \frac{d^2 T_n}{dx^2}(\cos \theta) = \frac{n \sin n \theta \cos \theta}{\sin^3 \theta} - \frac{n^2 \cos n \theta}{\sin^3 \theta},
\]

where \( x = \cos \theta, \ \theta \in [0, \pi] \), and \( n \in \mathbb{N} \). Thus, (1.5.2) is satisfied by replacing \( x \) by \( \cos \theta \).

A lot of properties are direct consequence of (1.5.6). In particular we have \( |T_n(x)| \leq 1, \ \forall n \in \mathbb{N}, \ \forall x \in \bar{I} \). Moreover, \( T_n \) vanishes \( n \) times in \( \bar{I} \), therefore the derivative \( T'_n \) vanishes \( n - 1 \) times in \( \bar{I} \). The function \( |T_n| \) attains the maximum value of 1, \( n + 1 \) times in \( \bar{I} \). We give the plot in Figure 1.5.1 of the \( T_n \)’s for \( 1 \leq n \leq 6 \). In addition, \( T_{11} \) is plotted in Figure 1.5.2.
Other simple relations can be easily established:

\( T_n(x) = \frac{1}{2} (e^{in\theta} + e^{-in\theta}) = \frac{1}{2} \left[ (x + \sqrt{x^2 - 1})^n + (x - \sqrt{x^2 - 1})^n \right], \)
\[ x = \cos \theta \in \bar{I}, \quad n \in \mathbb{N}, \]

\( T_n = \frac{1}{2} \left[ \frac{T'_{n+1}}{n+1} - \frac{T'_{n-1}}{n-1} \right], \quad n \geq 2, \)

\( T_m(T_n(x)) = T_{mn}(x), \quad \forall x \in \bar{I}, \quad \forall n, m \in \mathbb{N}. \)

We refer to LUKE(1969) and RIVLIN(1974) for more details.

Another family of polynomials, known as Chebyshev polynomials of the second kind is defined as

\( U_n := \frac{1}{n+1} T'_{n+1}, \quad n \in \mathbb{N}. \)
These are also ultraspherical polynomials. By virtue of (1.3.6) and (1.5.1), we have

\[ U_n = \delta_{n+1} P_n^{(\frac{1}{2}, \frac{1}{2})}, \quad n \in \mathbb{N}. \]

The \( U_n \)'s satisfy similar properties to those of Chebyshev polynomials of the first kind.

### 1.6 Laguerre polynomials

In this section, we introduce another family of polynomial solutions of the Sturm-Liouville problem. Let \( \alpha > -1 \) and \( I = ]0, +\infty[, \) then define the coefficients in (1.1.1) to be

\[
\begin{align*}
    a(x) &= x^{\alpha+1} e^{-x}, \quad \forall x \in \bar{I}, \\
    b(x) &= 0, \quad w(x) = x^\alpha e^{-x}, \quad \forall x \in I.
\end{align*}
\]

This choice leads to the eigenvalue problem

\[ xu'' + (\alpha + 1 - x) u' + \lambda u = 0. \tag{1.6.1} \]

This admits polynomial solutions only if \( \lambda = n, \ n \in \mathbb{N}. \) Therefore, we define the \( n \)-degree Laguerre polynomial \( L_n^{(\alpha)} \) to be the unique solution of the singular problem (1.6.1), satisfying the condition

\[ L_n^{(\alpha)}(0) : = \binom{n+\alpha}{n}, \quad n \in \mathbb{N}, \ \alpha > -1. \tag{1.6.2} \]

We have the Rodrigues’ formula

\[ e^{-x} x^\alpha L_n^{(\alpha)}(x) = \frac{1}{n!} \frac{d^n}{dx^n} (e^{-x} x^{n+\alpha}), \quad n \in \mathbb{N}, \ x \in I. \tag{1.6.3} \]

The following expression also holds:

\[ L_n^{(\alpha)}(x) = \sum_{k=0}^{n} \binom{n+\alpha}{n-k} \frac{(-1)^k}{k!} x^k, \quad n \in \mathbb{N}, \ x \in \bar{I}. \tag{1.6.4} \]
By virtue of theorem 1.1.1, we have the three-term recursion formula

\begin{equation}
L_n^{(\alpha)}(x) = \frac{2n + \alpha - 1 - x}{n} L_{n-1}^{(\alpha)}(x) - \frac{n + \alpha - 1}{n} L_{n-2}^{(\alpha)}(x), \quad \forall n \geq 2,
\end{equation}

where \( L_0^{(\alpha)}(x) = 1 \) and \( L_1^{(\alpha)}(x) = 1 + \alpha - x \).

Various equations relate Laguerre polynomials corresponding to different values of the parameter \( \alpha \). Some examples are (see also Szegö (1939))

\begin{equation}
\frac{d}{dx} L_n^{(\alpha)} = -L_n^{(\alpha+1)}, \quad n \in \mathbb{N}, \alpha > -1,
\end{equation}

\begin{equation}
L_{n+1}^{(\alpha)} = L_{n+1}^{(\alpha+1)} - L_n^{(\alpha+1)}, \quad n \in \mathbb{N}, \alpha > -1.
\end{equation}

From (1.6.7) one obtains

\begin{equation}
L_n^{(\alpha+1)} = \sum_{k=0}^{n} L_k^{(\alpha)}, \quad n \in \mathbb{N}, \alpha > -1.
\end{equation}

An asymptotic formula relates Laguerre and Jacobi polynomials, namely:

\begin{equation}
L_n^{(\alpha)}(x) = \lim_{\beta \to +\infty} \left[ P_n^{(\alpha,\beta)} \left( 1 - \frac{2x}{\beta} \right) \right], \quad \forall x \in [0, +\infty[.
\end{equation}

This can be checked with the help of the differential equations (1.3.1) and (1.6.1).

A statement similar to that of theorem 1.4.1 also holds (see Szegö (1939), p.171).

**Theorem 1.6.1** - For any \( \alpha > -1 \) and \( n \geq 4 \), the successive values of the relative maxima of \( |L_n^{(\alpha)}(x)| \) are decreasing when \( x < \alpha + \frac{1}{2} \) and increasing when \( x > \alpha + \frac{1}{2} \).
Further insight into the asymptotic behavior can be given. We recall two results (see Szegő(1939), p.171 and p.234). The first one shows the behavior when $x \to +\infty$. In the second one, the case $n \to +\infty$ is considered. It is convenient to define $Q_n^{(\alpha)}(x) := e^{-x/2} x^{(\alpha+1)/2} L_n^{(\alpha)}(x)$.

**Theorem 1.6.2** - For any $\alpha > -1$ and $n \geq 2$, the values of the relative maxima of $|Q_n^{(\alpha)}(x)|$ form an increasing sequence when $x \in ]x_0, +\infty[$, where

$$x_0 := \begin{cases} 0 & \text{if } \alpha \leq 1, \\ \frac{\alpha^2 - 1}{2n + \alpha + 1} & \text{if } \alpha > 1. \end{cases}$$

**Theorem 1.6.3** - Let $\alpha > -1$, then for any $\gamma > 0$ and $0 < \eta < 4$ we can find two positive constants $C_1$, $C_2$ such that

\begin{align*}
\max_{x \in [\gamma,(4-\eta)n]} |Q_n^{(\alpha)}(x)| & \approx C_1 n^{\alpha/2}, \\
\max_{x \in [\gamma, +\infty[} |Q_n^{(\alpha)}(x)| & \approx C_2 \sqrt[\alpha]{n} n^{\alpha / 2}.
\end{align*}
In order to allow more flexible numerical computations, it is useful to introduce some suitable scaling functions $S_n^{(\alpha)} : I \to \mathbb{R}$ and to define

\begin{equation}
\hat{L}_n^{(\alpha)} := S_n^{(\alpha)} L_n^{(\alpha)}, \quad n \in \mathbb{N}, \quad \alpha > -1.
\end{equation}

The aim is to avoid ill-conditioned operations when evaluating point values of Laguerre polynomials. According to FUNARO (1990a) an effective choice of $S_n^{(\alpha)}$ is

\begin{equation}
S_0^{(\alpha)}(x) := 1, \quad S_n^{(\alpha)}(x) := \left(\frac{n + \alpha}{n}\right) \prod_{k=1}^{n} \left(1 + \frac{x}{4k}\right)^{-1}, \quad n \geq 1.
\end{equation}

We will refer to $\hat{L}_n^{(\alpha)}, n \in \mathbb{N}$, as the family of scaled Laguerre functions. It is clear that these are not polynomials. Plots of $\hat{L}_n^{(0)}, 1 \leq n \leq 12$, are given in figure 1.6.3. Now the window size is $[0, 50] \times [-300, 300]$.

Figure 1.6.3 - Scaled Laguerre functions for $\alpha = 0$ and $1 \leq n \leq 12$. 
It is evident that the scaled Laguerre functions have a milder behavior. We note that \( \hat{L}_n^{(\alpha)}(0) = 1, \forall n \in \mathbb{N} \). More details are given in Funaro (1990a). By substitution in (1.6.5), after simplification, one obtains \( \forall n \geq 2 \) the recursion formula

\[
(1.6.14) \quad \hat{L}_n^{(\alpha)}(x) = \frac{4n}{(n + \alpha)(4n + x)} \left[ (2n + \alpha - 1 - x)\hat{L}_{n-1}^{(\alpha)}(x) - \frac{4(n - 1)^2}{4n + x - 4} \hat{L}_{n-2}^{(\alpha)}(x) \right],
\]

with \( \hat{L}_0^{(\alpha)}(x) = 1 \) and \( \hat{L}_1^{(\alpha)}(x) = \frac{4(\alpha+1-x)}{(\alpha+1)(x+4)}. \)

Moreover, for the derivatives one has \( \forall n \geq 2 \)

\[
(1.6.15) \quad \frac{d}{dx} \hat{L}_n^{(\alpha)}(x) = \frac{4n}{(n + \alpha)(4n + x)} \left[ (2n + \alpha - 1 - x)\frac{d}{dx} \hat{L}_{n-1}^{(\alpha)}(x) \right.
\]

\[
- \frac{6n + \alpha - 1}{4n + x} \hat{L}_{n-1}^{(\alpha)}(x) + \frac{4(n - 1)^2}{4n + x - 4} \left( \frac{2(4n + x - 2)}{(4n + x)(4n + x - 4)} \hat{L}_{n-2}^{(\alpha)}(x) - \frac{d}{dx} \hat{L}_{n-2}^{(\alpha)}(x) \right),
\]

with \( \frac{d}{dx} \hat{L}_0^{(\alpha)}(x) = 0 \) and \( \frac{d}{dx} \hat{L}_1^{(\alpha)}(x) = -\frac{\alpha+5}{\alpha+1} \frac{4}{(x+4)^2} \).

Applications will be examined in the following chapters (see sections 3.10 and 7.5).

### 1.7 Hermite polynomials

The set of Hermite polynomials \( H_n, n \in \mathbb{N} \), is the last family we consider. Following the notations adopted in Szegö (1939) or Courant and Hilbert (1953), the \( H_n \)'s are solutions of the non singular Sturm-Liouville problem obtained by setting in (1.1.1):

\[
\begin{align*}
\frac{d}{dx} H_n(x) &= \frac{4n}{(n + \alpha)(4n + x)} \left[ (2n + \alpha - 1 - x)H_{n-1}(x) \right. \\
& \quad - \frac{4(n - 1)^2}{4n + x - 4} H_{n-2}(x) \bigg],
\end{align*}
\]

with \( \frac{d}{dx} H_0(x) = 0 \) and \( \frac{d}{dx} H_1(x) = -\frac{\alpha+5}{\alpha+1} \frac{4}{(x+4)^2} \).
\[ a(x) = w(x) = e^{-x^2}, \quad b(x) = 0, \quad \forall x \in I \equiv \mathbb{R}. \]

Therefore, one easily gets the differential equation

\begin{equation}
H''_n(x) - 2xH'_n(x) + 2nH_n(x) = 0, \quad n \in \mathbb{N}, \quad x \in \mathbb{R}.
\end{equation}

The normalizing condition is

\begin{equation}
H_n(0) := (-1)^{n/2} \frac{n!}{(n/2)!} \quad \text{if } n \text{ is even},
\end{equation}

\begin{equation}
H'_n(0) := (-1)^{(n-1)/2} \frac{(n+1)!}{((n+1)/2)!} \quad \text{if } n \text{ is odd}.
\end{equation}

The \( n \)th degree polynomial \( H_n \) is an even or odd function according to the parity of \( n \).

As usual, we have the Rodrigues’ formula

\begin{equation}
H_n(x) = (-1)^n e^{x^2} \frac{d^n}{dx^n} e^{-x^2}, \quad n \in \mathbb{N}, \quad x \in \mathbb{R}.
\end{equation}

More explicitly, we can write

\begin{equation}
H_n(x) = n! \sum_{m=0}^{\lfloor n/2 \rfloor} \frac{(-1)^m (2x)^{n-2m}}{m! (n-2m)!} x^{n-2m}
\end{equation}

\[ = 2^n x^n - n(n-1)2^{n-2}x^{n-2} + n(n-1)(n-2)(n-3)2^{n-5}x^{n-4} - \cdots, \]

\[ n \in \mathbb{N}, \quad x \in \mathbb{R}. \]

The corresponding three-term recursion formula is

\begin{equation}
H_n(x) = 2xH_{n-1}(x) - (n-1)H_{n-2}(x), \quad \forall n \geq 2,
\end{equation}

where \( H_0(x) = 1 \) and \( H_1(x) = 2x \).

By differentiating (1.7.4) we also get

\begin{equation}
H'_n(x) = 2xH_n(x) - H_{n+1}(x), \quad n \in \mathbb{N}, \quad x \in \mathbb{R}.
\end{equation}
Together with (1.7.6), we obtain a very simple relation to evaluate the derivatives, i.e.

\[
H'_n(x) = 2nH_{n-1}(x), \quad n \geq 1, \quad x \in \mathbb{R}.
\]

We give the plots of Hermite polynomials in figures 1.7.1 and 1.7.2. The sizes of the windows are respectively \([-5, 5] \times [-900, 900]\) and \([-5, 5] \times [-450000, 450000]\).

It is worthwhile to mention the following result.

**Theorem 1.7.1** - For any \(n \geq 4\), the successive values of the relative maxima of \(|H_n(x)|\) are increasing for \(x \geq 0\).

Other asymptotic properties can be found in Szegő (1939).

The Hermite polynomials can be expressed in term of the Laguerre polynomials according to
(1.7.9) \[ H_n(x) = (-1)^{n/2} 2^n (n/2)! L_{n/2}^{(-1/2)}(x^2), \quad \text{if } n \text{ is even}, \]

(1.7.10) \[ H_n(x) = (-1)^{(n-1)/2} 2^n ((n - 1)/2)! x L_{(n-1)/2}^{(1/2)}(x^2), \quad \text{if } n \text{ is odd.} \]

The formulas above are easily checked with the help of (1.6.1)-(1.6.2) and (1.7.1)-(1.7.2)-(1.7.3).

Inspired by (1.7.9) and (1.7.10), recalling the definition (1.6.12)-(1.6.13), it is natural to define the scaled Hermite functions by

(1.7.11) \[ \hat{H}_n(x) := \hat{L}_{n/2}^{(-1/2)}(x^2), \quad \text{if } n \text{ is even,} \]

(1.7.12) \[ \hat{H}_n(x) := x \hat{L}_{(n-1)/2}^{(1/2)}(x^2), \quad \text{if } n \text{ is odd.} \]

Consequently

(1.7.13) \[ \hat{H}_n(0) = 1, \quad \text{if } n \text{ is even}, \]

(1.7.14) \[ \hat{H}_n'(0) = 1, \quad \text{if } n \text{ is odd.} \]

Derivatives can be computed via (1.6.14) and (1.6.15).

Finally we show the plots of \( \hat{H}_n \), \( 1 \leq n \leq 9 \), in figure 1.7.3. The window measures \([-5, 5] \times [-3, 3]\).
Our survey is now concluded. Of course, other families of polynomials could be considered. However, the ones presented here are those actually used in spectral methods.
2
ORTHOGONALITY

Inner products and orthogonal functions are fundamental concepts in approximation theory. All the families introduced in the first chapter form an orthogonal set of functions with respect to a suitable inner product. This property will reveal many other interesting features.

2.1 Inner products and norms

In the following, \( X \) will denote a real vector space, i.e. a set in which addition and scalar multiplication are defined with the usual basic properties (for the unfamiliar reader a wide bibliography is available; we suggest, for instance, HOFFMAN and KUNZE(1971), LOWENTHAL(1975)).

An inner product \( (\cdot, \cdot) : X \times X \to \mathbb{R} \) is a bilinear application. This means that, for any couple of vectors in \( X \), their inner product is a real number and the application is linear for each one of the two variables. Moreover, we require symmetry, i.e.

\[
(2.1.1) \quad (u, v) = (v, u), \quad \forall u, v \in X,
\]

and the application has to be positive-definite, i.e. (here \( 0 \) is the zero of \( X \)):

\[
(2.1.2) \quad (u, u) \geq 0, \quad \forall u \in X, \quad (u, u) = 0 \iff u \equiv 0.
\]
A norm $\| \cdot \| : X \to \mathbb{R}^+$ is a real positive function in $X$ with the properties:

\begin{align*}
\| u \| & \geq 0, \quad \forall u \in X, \quad \| u \| = 0 \iff u \equiv 0, \\
\| \lambda u \| &= |\lambda| \| u \|, \quad \forall u \in X, \quad \forall \lambda \in \mathbb{R}, \\
\| u + v \| & \leq \| u \| + \| v \|, \quad \forall u, v \in X \quad \text{(triangle inequality)}. 
\end{align*}

Inner products and norms are, in general, independent concepts. Nevertheless, whenever an inner product is available in $X$, then a norm is automatically defined by setting

\begin{align*}
\| u \| :&= \sqrt{(u, u)}, \quad \forall u \in X.
\end{align*}

Checking that (2.1.6) gives actually a norm is an easy exercise. In particular (2.1.5) is a byproduct of the well-known Schwarz inequality

\begin{align*}
|(u, v)| & \leq \| u \| \| v \|, \quad \forall u, v \in X.
\end{align*}

Detailed proofs of (2.1.7) and of many other properties of inner products and norms are widely available in all the basic texts of linear algebra.

We give an example. Let $X = C^0(\bar{I})$ be the linear space of continuous functions in the interval $\bar{I}$. Let $w : I \to \mathbb{R}$ be a continuous integrable function satisfying $w > 0$. Then, when $I$ is bounded, an inner product $(\cdot, \cdot)_w$ and its corresponding norm $\| \cdot \|_w$ are defined by

\begin{align*}
(u, v)_w & := \int_I uv w \, dx, \quad \forall u, v \in C^0(\bar{I}), \\
\| u \|_w & := \left( \int_I u^2 w \, dx \right)^{\frac{1}{2}}, \quad \forall u \in C^0(\bar{I}).
\end{align*}
The function $w$ is called *weight function*. If $I$ is not bounded, we just have to be careful that the integrals in (2.1.8) and (2.1.9) are finite. We will be more precise in chapter five.

With the help of this short introduction, we are ready to analyze more closely the solutions of Sturm-Liouville problems.

### 2.2 Orthogonal functions

Two functions $u, v \in C^0(I)$ are said to be *orthogonal* when $(u,v)_w = 0$ for some weight function $w$.

Let us assume that the function $a$ in (1.1.1) vanishes at the endpoints of the interval $I$ (if $I$ is not bounded, $\lim_{x \to \pm\infty} a(x) = 0$). Then, we have the following fundamental result.

**Theorem 2.2.1** - Let $\{u_n\}_{n \in \mathbb{N}}$ be a sequence of solutions of (1.1.1) corresponding to the eigenvalues $\{\lambda_n\}_{n \in \mathbb{N}}$. Let us require that $\lambda_n \neq \lambda_m$ if $n \neq m$. Then one has

(2.2.1) $\int_I u_n u_m \, w \, dx = 0, \quad \forall n, m \in \mathbb{N} \quad \text{with} \quad n \neq m.$

**Proof** - Let us multiply the equation (1.1.1) by a differentiable function $v$ and integrate in $I$. Recalling the assumptions on $a$, after integration by parts, one gets

(2.2.2) $\int_I a u' v' \, dx + \int_I b u v \, dx = \lambda \int_I u v w \, dx.$

Let $n \neq m$, thus relation (2.2.2) is satisfied either when $u = u_n$, $v = u_m$, $\lambda = \lambda_n$, or when $u = u_m$, $v = u_n$, $\lambda = \lambda_m$. In both cases the left-hand sides coincide. Having $\lambda_n \neq \lambda_m$, this implies (2.2.1).
In particular, theorem 2.2.1 shows that all the families of polynomials introduced in chapter one are orthogonal with respect to the inner product (2.1.8), where $w$ is their corresponding weight function. More precisely, for any $n, m \in \mathbb{N}$, $n \neq m$, one has

(2.2.3) (Jacobi) \[ \int_{-1}^{1} P_n^{(\alpha,\beta)}(x)P_m^{(\alpha,\beta)}(x) \,(1-x)^\alpha(1+x)^\beta \,dx = 0, \]

(2.2.4) (Legendre) \[ \int_{-1}^{1} P_n(x)P_m(x) \,dx = 0, \]

(2.2.5) (Chebyshev) \[ \int_{-1}^{1} T_n(x)T_m(x) \,\frac{dx}{\sqrt{1-x^2}} = 0, \]

(2.2.6) (Laguerre) \[ \int_{0}^{+\infty} L_n^{(\alpha)}(x)L_m^{(\alpha)}(x) \,x^\alpha e^{-x} \,dx = 0, \]

(2.2.7) (Hermite) \[ \int_{-\infty}^{+\infty} H_n(x)H_m(x) \,e^{-x^2} \,dx = 0. \]

Note that scaled Laguerre (or Hermite) functions are not orthogonal. Moreover, considering that $b \equiv 0$, (2.2.1) and (2.2.2) imply that the orthogonal polynomials also satisfy

(2.2.8) \[ \int_{I} au'_n u'_m \,dx = 0, \quad \forall n, m \in \mathbb{N} \quad \text{with} \quad n \neq m. \]

This shows that the derivatives are orthogonal polynomials with respect to the weight function $a$.

For any $n \geq 1$, if $p$ is a polynomial of degree at most $n-1$ we have \[ \int_{I} pu_n w \,dx = 0, \]
since $p$ is a linear combination of the $u_k$’s for $k \leq n-1$.

By taking $x = \cos \theta$ in (2.2.5) and recalling (1.5.6), one obtains the well-known orthogonality relation for trigonometric functions (see for instance ZYGMUND(1988)):

(2.2.9) \[ \int_{0}^{\pi} \cos n\theta \cos m\theta \,d\theta = 0, \quad \forall n, m \in \mathbb{N}, \quad n \neq m. \]

This will allows us further characterize Chebyshev polynomials.
As we promised, we give the proof of theorem 1.1.1.

**Proof** - For \( n = 2 \) we have to determine three degrees of freedom \( \rho_2, \sigma_2, \tau_2 \), in order to evaluate a second degree polynomial. Therefore, (1.1.2) is trivially satisfied. If \( n > 2 \), we write \( p := u_n - \rho_n xu_{n-1} \), where \( \rho_n \) is such that \( p \) is a polynomial whose degree is at most \( n - 1 \). Thus, due to the orthogonality condition

\[
\int_I p u_m w \, dx = \int_I u_n u_m w \, dx - \rho_n \int_I u_{n-1} (xu_m) w \, dx = 0, \quad \forall m < n - 2
\]

(note that the degree of \( xu_m \) is less than \( n - 1 \)). This implies that \( p \) is only a linear combination of the terms \( u_{n-1} \) and \( u_{n-2} \), i.e., \( p = \sigma_n u_{n-1} + \tau_n u_{n-2} \). The proof is concluded.

\[\blacksquare\]

Finally, norms can be also evaluated.

**Theorem 2.2.2** - For any \( n \in \mathbb{N} \), we have

\[(2.2.10) \ (Jacobi) \quad \int_{-1}^{1} \left[ P_n^{(\alpha,\beta)}(x) \right]^2 (1-x)^\alpha (1+x)^\beta \, dx
\]

\[
= \begin{cases}
2^{\alpha+\beta+1} \frac{\Gamma(\alpha+1) \Gamma(\beta+1)}{\Gamma(\alpha+\beta+2)} & \text{if } n = 0, \\
\frac{2^{\alpha+\beta+1}}{(2n+\alpha+\beta+1) n!} \frac{\Gamma(n+\alpha+1) \Gamma(n+\beta+1)}{\Gamma(n+\alpha+\beta+1)} & \text{if } n > 0,
\end{cases}
\]

\[(2.2.11) \ (Legendre) \quad \int_{-1}^{1} P_n^2(x) \, dx = \frac{2}{2n+1},
\]

\[(2.2.12) \ (Chebyshev) \quad \int_{-1}^{1} T_n^2(x) \frac{dx}{\sqrt{1-x^2}} = \begin{cases}
\pi & \text{if } n = 0, \\
\frac{\pi}{2} & \text{if } n > 0,
\end{cases}
\]
Polynomial Approximation of Differential Equations

(2.2.13) (Laguerre) \[ \int_0^{+\infty} \left[ L_n^{(\alpha)}(x) \right]^2 x^\alpha e^{-x} \, dx = \frac{\Gamma(n + \alpha + 1)}{n!}, \]

(2.2.14) (Hermite) \[ \int_{-\infty}^{+\infty} H_n^2(x) e^{-x^2} \, dx = 2^n n! \sqrt{\pi}. \]

**Proof** - Taking \( u = v = u_n \) in (2.2.2), if \( b \equiv 0 \) we have

(2.2.15) \[ \|u_n\|^2_w = \lambda_n^{-1}\|u'_n\|^2_a. \]

Let us consider first the Jacobi case. We get \( \lambda_n = n(n + \alpha + \beta + 1) \) by theorem 1.3.1. Moreover, recalling (1.3.6) and substituting in (2.2.15), by iterating \( n \) times this procedure one obtains

(2.2.16) \[ \int_{-1}^{1} \left[ P_n^{(\alpha,\beta)}(x) \right]^2 (1 - x)^\alpha (1 + x)^\beta \, dx \]

\[ = \frac{n + \alpha + \beta + 1}{4n} \int_{-1}^{1} \left[ P_{n-1}^{(\alpha+1,\beta+1)}(x) \right]^2 (1 - x)^{\alpha+1} (1 + x)^{\beta+1} \, dx = \cdots = \]

\[ = \frac{(n + \alpha + \beta + 1) \cdots (n + \alpha + \beta + n)}{4^n n!} \int_{-1}^{1} \left[ P_0^{(\alpha+n,\beta+n)}(x) \right]^2 (1 - x)^{\alpha+n} (1 + x)^{\beta+n} \, dx \]

\[ = \frac{\Gamma(2n + \alpha + \beta + 1)}{2^{2n} n! \Gamma(n + \alpha + \beta + 1)} \int_{-1}^{1} (1 - x)^{\alpha+n} (1 + x)^{\beta+n} \, dx. \]

We arrive at (2.2.10) by using (1.2.3) with \( y = \alpha + n + 1 \) and \( x = \beta + n + 1 \). Then, setting \( \alpha = \beta = 0 \) we have (2.2.11). By choosing \( \alpha = \beta = -1/2 \) and considering (1.5.1) we have (2.2.12) (otherwise recall (1.5.6) and take \( x = \cos \theta \)). To prove (2.2.13) and (2.2.14) we argue exactly as we did for the Jacobi case. This time we use the relations (1.6.6) and (1.7.8) respectively.
Let us now define
\begin{equation}
\tilde{u}_n := \gamma_n^{-1} u_n, \quad \text{where} \quad \gamma_n := \lim_{x \to +\infty} \frac{u_n(x)}{x^n}.
\end{equation}
Of course, we get \( \tilde{u}_n(x) = x^n + \{ \text{lower degree terms} \} \). The values of \( \gamma_n \) can be deduced in the different cases from (1.3.5), (1.5.5), (1.6.4) and (1.7.5). Then, we have the following minimizing property.

**Theorem 2.2.3** - For any \( n \in \mathbb{N} \) and for any polynomial \( p \) of degree \( n \) such that \( p(x) = x^n + \{ \text{lower degree terms} \} \), we have
\begin{equation}
\| \tilde{u}_n \|_w \leq \| p \|_w.
\end{equation}

**Proof** - Let us note that \( \tilde{u}_n - p \) has degree at most \( n - 1 \). Consequently, \( \tilde{u}_n - p \) is orthogonal to \( \tilde{u}_n \). Hence
\begin{equation}
\| \tilde{u}_n \|_w^2 = (\tilde{u}_n, p)_w.
\end{equation}
Applying the Schwarz inequality (2.1.7) to the right-hand side of (2.2.19) we get (2.2.18).

### 2.3 Fourier coefficients

Hereafter, \( P_n \) denotes the linear space of polynomials whose degree is at most \( n \). The dimension of \( P_n \) is clearly \( n + 1 \). The fact that the polynomials \( u_k, \ 0 \leq k \leq n \), are orthogonal with respect to some inner product implies that they form a basis for \( P_n \). Therefore, for any \( p \in P_n \), one can determine in a unique way \( n + 1 \) coefficients \( c_k, \ 0 \leq k \leq n \), such that
\begin{equation}
p = \sum_{k=0}^{n} c_k u_k.
\end{equation}
The \( c_k \)'s are called the **Fourier coefficients** of \( p \) with respect to the designated basis. By knowing the coefficients of \( p \), the value of \( p(x) \) at a given \( x \) can be efficiently evaluated by (1.1.2) and (2.3.1) with a computational cost proportional to \( n \).
If \( p = \sum_{k=0}^{n} c_k u_k \) and \( q = \sum_{k=0}^{n} b_k u_k \), then the following relations are trivially proven:

\[
(2.3.2) \quad p + q = \sum_{k=0}^{n} (c_k + b_k) u_k,
\]

\[
(2.3.3) \quad \lambda p = \sum_{k=0}^{n} (\lambda c_k) u_k, \quad \forall \lambda \in \mathbb{R},
\]

\[
(2.3.4) \quad pq = \sum_{k=0}^{n} \sum_{j=0}^{n} (c_k b_j) u_k u_j.
\]

By integrating (2.3.4) in \( I \), orthogonality implies

\[
(2.3.5) \quad (p, q)_w = \sum_{m=0}^{n} c_m b_m \|u_m\|_w^2.
\]

Hence

\[
(2.3.6) \quad \|p\|_w = \left( \sum_{m=0}^{n} c_m^2 \|u_m\|_w^2 \right)^{\frac{1}{2}}.
\]

The quantities \( \|u_m\|_w^2, \ m \in \mathbb{N} \), have been computed in theorem 2.2.2 for the different families of polynomials. Formula (2.3.6) allows us to evaluate the weighted norm of \( p \) when its coefficients are known. In particular, if we take \( q \equiv u_k, \ 0 \leq k \leq n \), in (2.3.5) (then \( b_m = \delta_{km} \)), the following explicit expression for the coefficients is available:

\[
(2.3.7) \quad c_k = \frac{(p, u_k)_w}{\|u_k\|_w^2}, \quad p \in \mathbb{P}_n, \ 0 \leq k \leq n.
\]

Given \( g : \mathbb{R}^2 \to \mathbb{R} \), one can try to characterize the Fourier coefficients of \( g(x, p(x)) \), where \( p \) is a polynomial in \( \mathbb{P}_n \), in terms of the coefficients of \( p \). This turns out to be useful for the approximation of nonlinear terms in differential equations. For instance, we can easily handle the case \( g(x, p(x)) = xp(x) \). Namely, from the coefficients of the expression \( p = \sum_{k=0}^{n} c_k u_k \) we want to determine those of the expression \( xp = \sum_{k=0}^{n+1} b_k u_k \). First of all we deduce from (1.1.2)

\[
(2.3.8) \quad xu_k = \frac{1}{\rho_{k+1}} (u_{k+1} - \sigma_{k+1} u_k - \tau_{k+1} u_{k-1}), \quad 1 \leq k \leq n.
\]
Therefore, one obtains

\[
b_k = \begin{cases} 
\frac{c_n}{\rho_{n+1}} & k = n + 1, \\
\frac{c_{n-1}}{\rho_{n}} - \frac{c_n\sigma_{n+1}}{\rho_{n+1}} & k = n, \\
\frac{c_{k-1}}{\rho_{k}} - \frac{c_k\sigma_{k+1}}{\rho_{k+1}} - \frac{c_{k+1}\tau_{k+2}}{\rho_{k+2}} & 1 \leq k \leq n - 1, \\
- \frac{c_0\sigma_1}{\rho_1} - \frac{c_1\tau_2}{\rho_2} & k = 0.
\end{cases}
\]

(2.3.9)

For the various families of polynomials, the sequences \(\{\rho_n\}, \{\sigma_n\}, \{\tau_n\}\) are respectively given by (1.3.8), (1.4.2), (1.5.2), (1.6.5) and (1.7.6) (\(\rho_1\) and \(\sigma_1\) are defined according to \(u_0\) and \(u_1\)). For ultraspherical and Hermite polynomials we have \(\sigma_n = 0, \forall n \geq 1\).

For more general functions \(g\) the answer can be very complicated and more explicit expressions are often unavailable. An interesting case is \(g(x, p(x)) = p^2(x)\). For ultraspherical polynomials the following relation holds

\[
P_k^{(\alpha, \alpha)} P_j^{(\alpha, \alpha)} = \left\{ \frac{\nu}{2} \frac{\Gamma(k + \nu + \frac{1}{2}) \Gamma(j + \nu + \frac{1}{2}) \Gamma(\nu + 1)}{\Gamma(k + 2\nu) \Gamma(j + 2\nu) \Gamma(\nu + \frac{1}{2})} \right\} 
\times \sum_{m=0}^{\min(k, j)} \frac{k + j + \nu - 2m}{(m + \nu)(k - m + \nu)(j - m + \nu)} \left( \begin{array}{c} m + \nu \\ m \end{array} \right) \left( \begin{array}{c} k - m + \nu \\ k - m \end{array} \right) \left( \begin{array}{c} j - m + \nu \\ j - m \end{array} \right) 
\times \left( \frac{k + j - 2m + 2\nu}{k + j - 2m} \right)^{-1} \frac{\Gamma(k + j - m + 2\nu)}{\Gamma(k + j - m + \nu + 1)} \frac{\Gamma(k + j - 2m + 2\nu + 1)}{\Gamma(k + j - 2m + \nu + \frac{1}{2})} P_{k+j-2m}^{(\alpha, \alpha)}
\]

(2.3.10)

\[\alpha > -1, \ \alpha \neq -\frac{1}{2}, \ k, j \in \mathbb{N},\]

where \(\nu = \alpha + \frac{1}{2}\).
If \( \alpha = -\frac{1}{2} \), by (1.5.6) we get

\[
T_k T_j = \frac{1}{2} \left( T_{k+j} + T_{|k-j|} \right), \quad k, j \in \mathbb{N}.
\]

Besides, for Hermite polynomials we have

\[
H_k H_j = \sum_{m=0}^{\min(k,j)} 2^m m! \binom{k}{m} \binom{j}{m} H_{k+j-2m}, \quad k, j \in \mathbb{N}.
\]

Taking \( p = q \) in (2.3.4), we can finally evaluate the expansion coefficients of \( p^2 \) in terms of those of \( p \). The reader can find more results, suggestions and references in Askey(1975), lecture 5.

### 2.4 The projection operator

More generally, in analogy with (2.3.7), if \( f \) is a given function such that \( f w \) is integrable in \( I \) (when \( I \) is not bounded \( f w \) will be also required to decay to zero at infinity), then we define its Fourier coefficients by setting

\[
c_k := \frac{1}{\|u_k\|_w^2} \int_I f u_k w \, dx, \quad k \in \mathbb{N}.
\]

Let us introduce now the operator \( \Pi_{w,n} : C^0(\bar{I}) \to P_n, \ n \in \mathbb{N} \). This operator acts as follows. For any continuous function \( f \), we compute its coefficients according to (2.4.1). Then, \( \Pi_{w,n} f \in P_n \) is defined to be the polynomial \( p_n := \sum_{k=0}^n c_k u_k \). It turns out that \( \Pi_{w,n} \) is a linear operator. We call \( p_n \) the orthogonal projection of \( f \) onto \( P_n \), through the inner product \((\cdot, \cdot)_w\). Of course, one has

\[
\Pi_{w,n} p = p, \quad \forall p \in P_n,
\]

\[
\Pi_{w,n} u_m = 0, \quad \forall m > n.
\]
From (2.3.8), we get for instance

\[
\Pi_{w,n}(xu_n) = -\frac{\sigma_{n+1}}{\rho_{n+1}}u_n - \frac{\tau_{n+1}}{\rho_{n+1}}u_{n-1}, \quad n \geq 1.
\]

Taking a truncation of the sum in (2.3.10) or (2.3.12) in order that \(k + j - 2m \leq n\), we obtain an expression for \(\Pi_{w,n}(u_ku_j), \quad k, j \in \mathbb{N}\). Therefore, by the linearity of \(\Pi_{w,n}\), one obtains the coefficients of \(\Pi_{w,n}p^2\) in terms of the coefficients of \(p\).

The main properties of the projection operator are investigated in section 6.2. There, under suitable hypotheses, we shall see that \(\lim_{n \to +\infty} \Pi_{w,n}f = f\), where the limiting process must be correctly interpreted.

### 2.5 The maximum norm

Let us assume that \(I\) is a bounded interval. In the linear space of continuous functions in \(\bar{I}\), we define the norm

\[
\|u\|_\infty := \max_{x \in \bar{I}} |u(x)|, \quad \forall u \in C^0(\bar{I}).
\]

One easily verifies that \(\|\cdot\|_\infty\) actually satisfies all the properties (2.1.3)-(2.1.5). We call \(\|u\|_\infty\) the maximum norm of \(u\) in \(\bar{I}\). It can be proven that it is not possible to define an inner product that generates the maximum norm through a relation like (2.1.6).

Two celebrated theorems give a bound to the maximum norm of the derivative of polynomials. The first one is due to A.Markoff and is successively generalized to higher order derivatives by his brother (see Markoff(1889) and Markoff(1892)). The second one is due to S.Bernstein (Bernstein(1912a)). Other references can be found in Jackson(1930), Cheney(1966) as well in Zygmund(1988), Vol.2. Further refinements are analyzed in section 3.9. Applications are illustrated in chapter six.

**Theorem 2.5.1 (Markoff)** - Let \(\bar{I} = [-1, 1]\), then for any \(n \in \mathbb{N}\) we have

\[
\|p'\|_\infty \leq n^2 \|p\|_\infty, \quad \forall p \in P_n.
\]
Theorem 2.5.2 (Bernstein) - Let $I = [-1, 1]$, then for any $n \in \mathbb{N}$ we have

\[(2.5.3) \quad |p'(x)| \leq \frac{n}{\sqrt{1 - x^2}} \|p\|_{\infty}, \quad \forall x \in I, \quad \forall p \in P_n.\]

Recalling definition (2.2.17), we finally state one of the main results characterizing Chebyshev polynomials (compare with theorem 2.2.3).

**Theorem 2.5.3** - For any $n \in \mathbb{N}$ and for any polynomial $p$ in $I = [-1, 1]$ of degree $n$ such that $p(x) = x^n + \{\text{lower degree terms}\}$, we have

\[(2.5.4) \quad \|\tilde{T}_n\|_{\infty} \leq \|p\|_{\infty}.\]

The proof is given for instance in RIVLIN(1974). Note that

\[(2.5.5) \quad \|\tilde{T}_n\|_{\infty} = \begin{cases} 1 & \text{if } n = 0, \\ 2^{1-n} & \text{if } n \geq 1. \end{cases}\]

### 2.6 Basis transformations

An interesting question is how to transform the Fourier coefficients of a given polynomial corresponding to an assigned orthogonal basis, into the coefficients of another basis orthogonal with respect to a different weight function. The goal is to determine the so-called connection coefficients of the expansion of any element of the first basis in terms of the elements of the second basis. For a survey of the major results, we suggest that the interested reader consult lecture 7 from the book of ASKEY(1975). Here we
only mention the relation existing between some Jacobi polynomials and Chebyshev polynomials, namely

\begin{equation}
P^{(\alpha,\alpha)}_n = \left\{ \begin{array}{c}
\frac{\Gamma(2\alpha + 1) \ \Gamma(n + \alpha + 1)}{\Gamma(\alpha + 1) \ \Gamma(n + 2\alpha + 1)} \\
\end{array} \right\} \times \sum_{k=0}^{n} \frac{\Gamma(k + \alpha + \frac{1}{2}) \ \Gamma(n - k + \alpha + \frac{1}{2})}{[\Gamma(\alpha + \frac{1}{2})]^2} \frac{1}{k! (n - k)!} T_{n-2k}, \quad n \in \mathbb{N}, \ \alpha > -\frac{1}{2}.
\end{equation}

A problem related to the previous one, is the determination of the weighted norm of a polynomial, when the expansion coefficients, corresponding to a basis orthogonal with respect to another weight function, are known. We give an example. Sometimes, in practical applications it is useful to evaluate the integral \( \int_{-1}^{1} p^2 dx \), \( p \in \mathbb{P}_n \). If \( p \) is known in terms of its Legendre coefficients, (2.3.6) is the formula we are looking for. The situation becomes more complicated when \( p \) is given in terms of the Fourier coefficients of another basis, say the Chebyshev basis. Let us assume that

\begin{equation}
p = \sum_{k=0}^{n} c_k T_k.
\end{equation}

Then

\begin{equation}
\int_{-1}^{1} p^2 dx = \sum_{k=0}^{n} \sum_{j=0}^{n} c_k c_j I_{kj}, \quad \text{where} \quad I_{kj} = \int_{-1}^{1} T_k T_j \ dx.
\end{equation}

The help of some trigonometry leads to the formula

\begin{equation}
I_{kj} = \int_{0}^{\pi} \cos k\theta \ \cos j\theta \ \sin \theta \ d\theta
\end{equation}

\begin{equation}
= \begin{cases}
0 & \text{if } k + j \text{ is odd}, \\
\frac{1}{1 - (k + j)^2} + \frac{1}{1 - (k - j)^2} & \text{if } k + j \text{ is even}.
\end{cases}
\end{equation}
We note that (2.6.3) has a computational cost proportional to \( n^2 \), while the cost of (2.3.6) is only proportional to \( n \).

Generalizations to other bases can be also considered, but they are outside the aims of this book.
As we shall see in this chapter, orthogonal polynomials allow us to generate in a very
elegant way high order integration formulas, known as Gauss formulas. Since the theory
is based on the knowledge of the zeroes of the polynomials, the first part is devoted to
the characterization of their main properties.

3 NUMERICAL INTEGRATION

3.1 Zeroes of orthogonal polynomials

It is well-known that a polynomial of degree $n$ has at most $n$ distinct complex zeroes.
In general, very little can be said about real zeroes. An amazing theorem gives a precise
and complete answer in the case of orthogonal polynomials.

Theorem 3.1.1 - Let $\{u_n\}_{n \in \mathbb{N}}$ be a sequence of solutions of (1.1.1), where $u_n$ is a
polynomial of degree $n$, satisfying the orthogonal relation (2.2.1). Then, for any $n \geq 1$,
$u_n$ has exactly $n$ real distinct zeroes in $I$.

Proof - We first note that $\int_I u_n(x)w(x)dx = 0$. Therefore $u_n$ changes sign in $I$, hence
it has at least one real zero $\xi_1 \in I$. If $n = 1$ the proof is ended. If $n > 1$, then we can
find another zero $\xi_2 \in I$ of $u_n$, with $\xi_2 \neq \xi_1$, since if $u_n$ vanished only at $\xi_1$, then the
polynomial $(x - \xi_1)u_n$ would not change sign in $I$, which is in contradiction with the
relation $\int_I (x - \xi_1)u_n(x)w(x)dx = 0$, obtained by orthogonality. In a similar fashion,
one considers the polynomial \((x - \xi_1)(x - \xi_2)u_n\) and, if \(n > 2\), deduces the existence of a third zero, and so on. The procedure ends when \(n\) zeroes are finally obtained.

For any \(n \geq 1\) we denote the \(n\) zeroes of \(u_n\) by \(\xi_k^{(n)}, \ 1 \leq k \leq n\). We assume that these are in increasing order (although many authors prefer the reverse order). It is obvious that the polynomial \(u'_n\) has \(n - 1\) real distinct zeroes in \(I\). We denote these zeroes by \(\eta_k^{(n)}, \ 1 \leq k \leq n - 1\). One can prove that \(u_n\) and \(u_{n-1}\) do not have common zeroes. Moreover, between any two consecutive zeroes of \(u_{n-1}\), there exists one and only one zero of \(u_n\).

Many general theorems characterize the zeroes of orthogonal polynomials. It suffices to recall the following statement.

**Theorem 3.1.2** - Let \(\{u_n\}_{n \in \mathbb{N}}\) be a sequence of orthogonal polynomials in \(I\). Then, for any interval \([a, b] \subset I, a < b\), it is possible to find \(m \in \mathbb{N}\) such that \(u_m\) has at least one zero in \([a, b]\).

In other words, this theorem states that the set \(J = \bigcup_{n \geq 1} \bigcup_{k=1}^{n} \{\xi_k^{(n)}\}\) is dense in \(\overline{I}\).

We are going to review some properties of the zeroes of classical orthogonal polynomials. We refer for instance to Szegő(1939) for proofs and further results.

**Zeroes in the Jacobi case** - We restrict ourselves to the case where \(-\frac{1}{2} \leq \alpha \leq \frac{1}{2}\) and \(-\frac{1}{2} \leq \beta \leq \frac{1}{2}\). Under these conditions, for \(n \geq 1\) we have the estimates

\[
(3.1.1) \quad -1 \leq - \cos \frac{k + (\alpha + \beta - 1)/2}{n + (\alpha + \beta + 1)/2} \pi \leq \xi_k^{(n)} \leq - \cos \frac{k}{n + (\alpha + \beta + 1)/2} \pi \leq 1, \quad 1 \leq k \leq n.
\]

This shows that asymptotically the distance between two consecutive zeroes is proportional to \(1/n\) for points located in the central part of the interval \(I = \mathbb{R}\), and proportional to \(1/n^2\) for points located near the endpoints of the same interval.
In the case of ultraspherical polynomials \(-\frac{1}{2} \leq \alpha = \beta \leq \frac{1}{2}\), the inequalities can be refined as follows:

\[(3.1.2) \quad -1 < -\cos \frac{k + \frac{\alpha}{2} - \frac{1}{4}}{n + \alpha + \frac{1}{2}} \pi \leq \xi_k^{(n)} \leq -\cos \frac{k}{n + \alpha + \frac{1}{2}} \pi \leq 0, \quad 1 \leq k \leq \left[ \frac{n}{2} \right],\]

\[(3.1.3) \quad 0 \leq \cos \frac{n - k + 1}{n + \alpha + \frac{1}{2}} \pi \leq \xi_k^{(n)} \leq \cos \frac{n - k + \frac{\alpha}{2} + \frac{3}{4}}{n + \alpha + \frac{1}{2}} \pi < 1, \quad n + 1 - \left[ \frac{n}{2} \right] \leq k \leq n.\]

Of course, if \(n\) is odd we have \(\xi_k^{(n)} = 0\).

Particularly interesting are the following cases, in which an exact expression of the zeroes is known:

\[(3.1.4) \quad \xi_k^{(n)} = -\cos \frac{2k - 1}{2n} \pi \quad \text{if} \quad \alpha = \beta = -\frac{1}{2},\]

\[(3.1.5) \quad \xi_k^{(n)} = -\cos \frac{k}{n + 1} \pi \quad \text{if} \quad \alpha = \beta = \frac{1}{2},\]

\[(3.1.6) \quad \xi_k^{(n)} = -\cos \frac{2k}{2n + 1} \pi \quad \text{if} \quad \alpha = \frac{1}{2}, \beta = -\frac{1}{2},\]

\[(3.1.7) \quad \xi_k^{(n)} = -\cos \frac{2k - 1}{2n + 1} \pi \quad \text{if} \quad \alpha = -\frac{1}{2}, \beta = \frac{1}{2},\]

where \(1 \leq k \leq n\).

Zeroes in the Legendre case - Estimates indicating the location of the zeroes are obtained by setting \(\alpha = 0\) in (3.1.2) and (3.1.3). Figure 3.1.1 shows their distribution in the interval \(I = [-1, 1]\) for \(n = 7\) and \(n = 10\).
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Figure 3.1.1 - Legendre zeroes for \( n = 7 \) and \( n = 10 \).

Zeroes in the Chebyshev case - Due to (1.5.1) the zeroes are those of ultraspherical polynomials with \( \alpha = \beta = -\frac{1}{2} \). Hence, they are exactly given by (3.1.4). On the other hand, thanks to equality (1.5.6), they can be also obtained from the roots of the equation: \( \cos n\theta = 0 \), \( n \geq 1 \), \( \theta \in ]0, \pi[ \). In figure 3.1.2 we give the distribution of the Chebyshev zeroes for \( n = 7 \) and \( n = 10 \).

Figure 3.1.2 - Chebyshev zeroes for \( n = 7 \) and \( n = 10 \).

Zeroes in the Laguerre case - According to TRICOMI(1954), p.153, and GATTESCHI(1964), a good approximation of the zeroes of Laguerre polynomials is obtained by the following procedure. For any \( n \geq 1 \), we first find the roots of the equation

\[
(3.1.8) \quad y_k^{(n)} - \sin y_k^{(n)} = 2\pi \frac{n - k + \frac{3}{4}}{2n + \alpha + 1}, \quad 1 \leq k \leq n.
\]

Then we set \( \hat{y}_k^{(n)} := \left[ \cos \frac{1}{2} y_k^{(n)} \right]^2 \), and define for \( 1 \leq k \leq n \),
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\[(3.1.9)\]

\[z_k^{(n)} := 2(2n + \alpha + 1)\hat{y}_k^{(n)} - \frac{1}{6(2n + \alpha + 1)} \left[ \frac{5}{4(1 - \hat{y}_k^{(n)})^2} - \frac{1}{1 - \hat{y}_k^{(n)}} - 1 + 3\alpha^2 \right].\]

Let us permute the values of \(z_k^{(n)}\), \(1 \leq k \leq n\), in such a way they are in increasing order. After this rearrangement, we denote the new sequence by \(\hat{z}_k^{(n)}\), \(1 \leq k \leq n\). Finally, we have

\[(3.1.10)\]

\[\xi_k^{(n)} \approx \hat{z}_k^{(n)}, \quad 1 \leq k \leq n.\]

By virtue of theorem 3.1.2, one also gets \(\lim_{n \to +\infty} \xi_n^{(n)} = +\infty\), \(\lim_{n \to +\infty} \xi_1^{(n)} = 0\).

Moreover, the largest zero tends to infinity like \(4n\), while the smallest zero behaves like \(\frac{\pi^2}{4n}\). We plot in figure 3.1.3 the Laguerre zeroes for \(\alpha = 0\) and \(n = 10\) in the interval \([0, 40]\).

**Figure 3.1.3** - Laguerre zeroes for \(\alpha = 0\) and \(n = 10\).

**Zeroes in the Hermite case** - It is sufficient to recall the relations (1.7.9) and (1.7.10). Therefore, when \(n\) is even, positive zeroes are approximated by \(\sqrt{\hat{z}_k^{(n/2)}}\), \(1 \leq k \leq \frac{n}{2}\), where these quantities are obtained with the procedure described above with \(\alpha = -\frac{1}{2}\).

When \(n\) is odd, positive zeroes are approximated by \(\sqrt{\hat{z}_k^{((n-1)/2)}}\), \(1 \leq k \leq \frac{n-1}{2}\), where these terms are evaluated for \(\alpha = \frac{1}{2}\). Moreover \(\xi_{(n+1)/2}^{(n)} = 0\). For all \(n\), the zeroes are symmetrically distributed around \(x = 0\). A plot in the interval \([-6, 6]\) is given in figure 3.1.4 for \(n = 15\).

**Figure 3.1.4** - Hermite zeroes for \(n = 15\).
In the numerical computations, the following algorithm is generally adopted. For each zero, an initial guess is obtained as described above (for the Jacobi case the average between the upper and lower bound in the estimates (3.1.1) or (3.1.2)-(3.1.3) can be taken into account). A few iterations of a Newton method is then sufficient to determine accurately the zero. The point values of the polynomial and its derivative can be computed from (1.1.2) and (1.1.3).

Concerning the case of Laguerre (or Hermite), when \( n \) grows, rounding errors occur in the procedure, due to the sharp oscillations exhibited by the polynomials. Considerable improvements are obtained operating with scaled Laguerre (or Hermite) functions. Of course, the values of the zeroes are the same, but the derivatives in the neighborhood of the zeroes are now moderate.

Similar arguments hold for the determination of the zeroes of the derivatives of orthogonal polynomials. An initial approximation can obtained by considering that each zero \( \eta_k^{(n)} \), \( 1 \leq k \leq n - 1 \), of \( u'_n \) lies between two consecutive zeroes of \( u_n \). In alternative, one can use relations (1.3.6), (1.6.6), (1.7.8).

As it will be clear in the following sections, for \( n \geq 1 \), in the Jacobi case it is convenient to set \( \eta_0^{(n)} := -1 \) and \( \eta_n^{(n)} := 1 \) (though these are not in general zeroes). Particularly interesting are the situations where an explicit expression is known, i.e.

\[
\begin{align*}
(3.1.11) & \quad \eta_k^{(n)} = -\cos \frac{k\pi}{n} & 0 \leq k \leq n, & \text{ if } \alpha = \beta = -\frac{1}{2}, \\
(3.1.12) & \quad \eta_k^{(n)} = -\cos \frac{2k + 1}{2n + 2} \pi & 1 \leq k \leq n - 1, & \text{ if } \alpha = \beta = \frac{1}{2}, \\
(3.1.13) & \quad \eta_k^{(n)} = -\cos \frac{2k + 1}{2n + 1} \pi & 1 \leq k \leq n, & \text{ if } \alpha = \frac{1}{2}, \beta = -\frac{1}{2}, \\
(3.1.14) & \quad \eta_k^{(n)} = -\cos \frac{2k}{2n + 1} \pi & 0 \leq k \leq n - 1, & \text{ if } \alpha = -\frac{1}{2}, \beta = \frac{1}{2}.
\end{align*}
\]
We give the plots of the zeroes of the derivative of Legendre and Chebyshev polynomials for \( n = 10 \), in figure 3.1.5.
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**Figure 3.1.5** - The points \( \eta_k^{(10)} \), \( 0 \leq k \leq 10 \), in the cases of Legendre and Chebyshev.

By virtue of (1.5.6) and (1.5.7), Chebyshev polynomials satisfy for \( n \geq 1 \)

\[
(3.1.15) \quad T_n(\eta_j^{(n)}) = (-1)^{n+j}, \quad 0 \leq j \leq n,
\]

\[
(3.1.16) \quad T'_n(\xi_j^{(n)}) = \frac{n (-1)^{n+j}}{\sqrt{1 - [\xi_j^{(n)}]^2}}, \quad 1 \leq j \leq n.
\]

Other useful relations are \( (n \geq 1, \alpha \geq -1, \beta \geq -1) \)

\[
(3.1.17) \quad \frac{d}{dx} P_n^{(\alpha,\beta)}(1) = \frac{(n + \alpha + \beta + 1) \Gamma(n + \alpha + 1)}{2 (n - 1)! \Gamma(\alpha + 2)},
\]

\[
(3.1.18) \quad \frac{d}{dx} P_n^{(\alpha,\beta)}(-1) = -\frac{(-1)^n (n + \alpha + \beta + 1) \Gamma(n + \beta + 1)}{2 (n - 1)! \Gamma(\beta + 2)},
\]

\[
(3.1.19) \quad \frac{d}{dx} L_n^{(\alpha)}(0) = -\frac{\Gamma(n + \alpha + 1)}{(n - 1)! \Gamma(\alpha + 2)}.
\]

These equalities are easily obtained from (1.3.1) and (1.6.1).
3.2 Lagrange polynomials

As remarked in section 2.3, the set \( \{ u_k \}_{0 \leq k \leq n} \) is a basis in the space \( P_n \) of polynomials of degree at most \( n \). When \( n + 1 \) distinct points are given in \( \bar{I} \), another basis in \( P_n \) is generated in a natural way. This is the basis of Lagrange polynomials with respect to the prescribed points. An element of the basis attains the value 1 at a certain point and vanishes in the remaining \( n \) points.

Let us analyze first the Jacobi case. We examine two interesting examples. On one hand we have the set of the Lagrange polynomials in \( P_{n-1} \) relative to the \( n \) points \( \xi_k^{(n)}, 1 \leq k \leq n \), i.e., the zeroes of \( P_n^{(\alpha,\beta)} \). On the other we have the set of Lagrange polynomials in \( P_n \) relative to the \( n + 1 \) points \( \eta_k^{(n)}, 0 \leq k \leq n \), i.e., the zeroes of \( \frac{d}{dx} P_n^{(\alpha,\beta)} \) plus the two points \(-1\) and 1.

In the first case, the elements of the basis are denoted by \( l_j^{(n)} \), \( 1 \leq j \leq n \). These polynomials in \( P_{n-1} \) are uniquely defined by the conditions

\[
(3.2.1) \quad l_j^{(n)}(\xi_i^{(n)}) = \begin{cases} 1 & \text{if } i = j, \\ 0 & \text{if } i \neq j, \end{cases} \quad 1 \leq j \leq n.
\]

They actually form a basis because any polynomial \( p \in P_{n-1} \) can be written as follows:

\[
(3.2.2) \quad p = \sum_{j=1}^{n} p(\xi_j^{(n)}) l_j^{(n)}.
\]

Therefore, \( p \) is a linear combination of the Lagrange polynomials. Such a combination is uniquely determined by the coefficients \( p(\xi_j^{(n)}), 1 \leq j \leq n \).

The following expression is easily proven:

\[
(3.2.3) \quad l_j^{(n)}(x) = \prod_{k=1 \atop k \neq j}^{n} \frac{x - \xi_k^{(n)}}{\xi_j^{(n)} - \xi_k^{(n)}}, \quad 1 \leq j \leq n, \quad x \in [-1, 1].
\]

For future applications, it is more convenient to consider the alternate expression

\[
(3.2.4) \quad l_j^{(n)}(x) = \begin{cases} \frac{u_n(x)}{u_n'(\xi_j^{(n)})} (x - \xi_j^{(n)}) & \text{if } x \neq \xi_j^{(n)}, \\ 1 & \text{if } x = \xi_j^{(n)}. \end{cases}
\]
where $1 \leq j \leq n$ and $u_n = P^{(\alpha, \beta)}_n$. Of course, we have

\begin{equation}
\lim_{x \to \xi_j^{(n)}} l_j^{(n)}(x) = \lim_{x \to \xi_j^{(n)}} \frac{u_n'(x)}{u_n'(\xi_j^{(n)})} = 1, \quad 1 \leq j \leq n.
\end{equation}

Plots of the Lagrange basis with respect to the Legendre and Chebyshev zeroes are given in figures 3.2.1 and 3.2.2 for $n = 7$.

\begin{figure}[h]
\centering
\includegraphics[width=0.45\textwidth]{fig321.png} \quad \includegraphics[width=0.45\textwidth]{fig322.png}
\caption{Legendre Lagrange basis with respect to $\xi_i^{(7)}$, $1 \leq i \leq 7$.}
\caption{Chebyshev Lagrange basis with respect to $\xi_i^{(7)}$, $1 \leq i \leq 7$.}
\end{figure}

The other basis we mentioned above is denoted by $\{\tilde{l}_j^{(n)}\}_{0 \leq j \leq n} \subset P_n$, and it is defined by

\begin{equation}
\tilde{l}_j^{(n)}(\eta_j^{(n)}) = \delta_{ij}, \quad 0 \leq i \leq n, \ 0 \leq j \leq n.
\end{equation}

Indeed, for any polynomial $p \in P_n$, one has

\begin{equation}
p = \sum_{j=0}^{n} p(\eta_j^{(n)}) \tilde{l}_j^{(n)}.
\end{equation}
In analogy with (3.2.4), we prove the following proposition.

**Theorem 3.2.1** - For any \( n \geq 1 \), we have

\[
\tilde{l}_j^{(n)}(x) = \begin{cases} 
\frac{(-1)^n (n-1)! \Gamma(\beta + 2)}{(n + \alpha + \beta + 1) \Gamma(n + \beta + 1)} (x - 1)u_n'(x) & \text{if } j = 0, \\
\frac{(x^2 - 1)u_n'(x)}{n(n + \alpha + \beta + 1) u_n(\eta_j^{(n)}) (x - \eta_j^{(n)})} & \text{if } 1 \leq j \leq n - 1, \\
\frac{(n-1)! \Gamma(\alpha + 2)}{(n + \alpha + \beta + 1) \Gamma(n + \alpha + 1)} (x + 1)u_n'(x) & \text{if } j = n,
\end{cases}
\]

with \( x \neq \eta_j^{(n)} \) and \( u_n = P_n^{(\alpha, \beta)} \). Besides, we have \( \tilde{l}_j^{(n)}(\eta_j^{(n)}) = 1 \), \( 0 \leq j \leq n \).

**Proof** - If \( j = 0 \), then \( \gamma(x - 1)u_n' \), \( \gamma \in \mathbb{R} \), is a polynomial in \( P_n \) vanishing at \( \eta_k^{(n)} \), \( 1 \leq k \leq n \). After evaluating in \( x = -1 \), the constant \( \gamma \) has to be determined so that \( -2\gamma u_n'(-1) = 1 \). Finally, the value \( u_n'(-1) \) is found from (3.1.18). A similar procedure applies when \( j = n \) (this time recalling (3.1.17)). If \( 1 \leq j \leq n - 1 \), for some \( \gamma \in \mathbb{R} \) we have

\[
\lim_{x \to \eta_j^{(n)}} \frac{\gamma(x^2 - 1)u_n'(x)}{x - \eta_j^{(n)}} = \lim_{x \to \eta_j^{(n)}} \gamma[(x^2 - 1)u_n''(x) + 2xu_n'(x)]
\]

\[
= \gamma(\eta_j^{(n)})^2 - 1)u_n''(\eta_j^{(n)}) = \gamma n(n + \alpha + \beta + 1)u_n(\eta_j^{(n)}).
\]

The last equality in (3.2.9) is a consequence of (1.3.1). The required \( \gamma \) is then obtained by equating the last expression in (3.2.9) to 1.

Recalling (1.5.1), (1.5.4) and (3.1.15), relation (3.2.8) becomes in the Chebyshev case (see also Gottlieb, Hussaini and Orszag(1984)):
(3.2.10) \[ \tilde{l}_{j}^{(n)}(x) = \begin{cases} \frac{(-1)^n}{2n^2} (x-1)T'_n(x) & \text{if } j = 0, \\ \frac{(-1)^{j+n}}{n^2} \frac{(x^2-1)T'_n(x)}{x - \eta_j^{(n)}} & \text{if } 1 \leq j \leq n-1, \\ \frac{1}{2n^2} (x+1)T'_n(x) & \text{if } j = n. \end{cases} \]

The values \( \eta_j^{(n)}, \; 0 \leq j \leq n, \) are given in (3.1.11).

Lagrange bases with respect to zeroes of derivatives of Legendre and Chebyshev polynomials are shown for \( n = 7, \) respectively in figures 3.2.3 and 3.2.4.

**Figure 3.2.3** - Legendre Lagrange basis with respect to \( \eta_i^{(7)}, \; 0 \leq i \leq 7. \)

**Figure 3.2.4** - Chebyshev Lagrange basis with respect to \( \eta_i^{(7)}, \; 0 \leq i \leq 7. \)

Application of a similar procedure to the case of Laguerre (or Hermite) polynomials is straightforward. Again, we denote by \{\( l_j^{(n)} \)\}_{1 \leq j \leq n} the Lagrange basis with respect to the Laguerre (respectively Hermite) zeroes. Relations (3.2.2) and (3.2.3) are still valid. Formula (3.2.4) also holds provided \( u_n = L_n^{(\alpha)} \) (respectively \( u_n = H_n \)).
In particular, for the Laguerre case, another set of Lagrange polynomials in $P_{n-1}$ will be useful in what follows. We first define $\eta_0^{(n)} := 0$, and then we construct the Lagrange basis $\{\tilde{l}_j^{(n)}\}_{0 \leq j \leq n-1}$ with respect to $\eta_i^{(n)}$, $0 \leq i \leq n - 1$. With a proof similar to that of theorem 3.2.1 (this time using (1.6.1) and (3.1.19)), one gets, for $n \geq 1$,

\[
(3.2.11) \quad \tilde{l}_j^{(n)}(x) = \begin{cases} 
- \frac{(n-1)! \Gamma(\alpha+2)}{\Gamma(n+\alpha+1)} u'_n(x) & \text{if } j = 0, \\
- \frac{x u'_n(x)}{n u_n(\eta_j^{(n)}) (x - \eta_j^{(n)})} & \text{if } 1 \leq j \leq n - 1,
\end{cases}
\]

where $u_n = L_n^{(\alpha)}$ and $x \in [0, +\infty]$.

### 3.3 The interpolation operators

Following the guideline of section 2.4, we introduce some new operators defined in the space of continuous functions. They are named interpolation operators. We first begin by considering the set of polynomials $\{u_k\}_{k \in \mathbb{N}}$, orthogonal with respect to the weight $w$. Next, we choose $n \geq 1$ and evaluate the zeroes $\xi_k^{(n)}$, $1 \leq k \leq n$, of $u_n$. At this point, we define $I_{w,n} : C^0(I) \to P_{n-1}$ to be the operator mapping a continuous function $f$ to the unique polynomial $p_n \in P_{n-1}$ satisfying $p_n(\xi_j^{(n)}) = f(\xi_j^{(n)})$, $1 \leq j \leq n$. This polynomial is the interpolant of $f$ with respect to the zeroes of $u_n$. The operator $I_{w,n}$ is linear. Moreover, one can check that

\[
(3.3.1) \quad I_{w,n} p = p, \quad \forall p \in P_{n-1}.
\]

A question arose in sections 2.3 and 2.4 on how to characterize a certain expression $g(x, p(x))$ in terms of a given polynomial $p$. A very simple answer is obtained when $p$ is determined by the values attained in a set of given points. For example, we have

\[
(3.3.2) \quad [I_{w,n} g(x, p(x))]_{x = \xi_j^{(n)}} = g(\xi_j^{(n)}, p(\xi_j^{(n)})), \quad 1 \leq j \leq n,
\]

for any polynomial $p \in P_{n-1}$. 
This means that, by knowing the values $p(\xi_j^{(n)})$, $1 \leq j \leq n$, we can for instance recover the point values of $I_{w,n}p^2$. These are $p^2(\xi_j^{(n)})$, $1 \leq j \leq n$. Hence, the value in $x$ of the interpolant of $p^2$ is $\sum_{j=1}^{n} p^2(\xi_j^{(n)}) l_j^{(n)}(x)$.

This trivial remark is a key point in the treatment of nonlinear terms in the approximation of differential equations (see section 9.8).

Another interpolant operator is defined in relation to the zeroes of $\frac{d}{dx} P_{\alpha,\beta}^n$. Thus for $n \geq 1$, let us consider $\tilde{I}_{w,n} : C^0([-1,1]) \rightarrow P_n$ to be the operator associating to the function $f$, the unique polynomial $p_n \in P_n$ satisfying $p_n(\eta_j^{(n)}) = f(\eta_j^{(n)})$, $0 \leq j \leq n$.

The operator is linear and we get

(3.3.3) $\tilde{I}_{w,n}p = p$, $\forall p \in P_n$.

For Laguerre polynomials $\tilde{I}_{w,n} : C^0([0,+\infty[) \rightarrow P_{n-1}$ is characterized by $(\tilde{I}_{w,n} f)(\eta_j^{(n)}) = f(\eta_j^{(n)})$, $0 \leq j \leq n-1$, where $\eta_0^{(n)} = 0$.

As already mentioned in section 2.4, the analysis when $n$ tends to $+\infty$, of the operators introduced above, is one of the primary issues of chapter six.

### 3.4 Gauss integration formulas

We have reached the crucial subject of this chapter, that is the formulas for numerical integration. Given a polynomial $p \in P_n$, one is concerned with finding the value of $\int_f p w dx$. If the Fourier expansion of $p = \sum_{k=0}^{n-1} c_k u_k$ is known, the answer has been given in chapter two, i.e., $\int_f p w dx = c_0 \int_f u_0 w dx$. On the other hand, when $p$ is known through its values at the zeroes of $u_n$, it is sufficient to integrate (3.2.2) obtaining

(3.4.1) $\int_f p w \, dx = \sum_{j=1}^{n} p(\xi_j^{(n)}) w_j^{(n)}$,

where $w_j^{(n)} := \int_f l_j^{(n)} w dx$, $1 \leq j \leq n$, are the weights of the integration formula.
Expression (3.4.1) is known as Gauss quadrature formula. We will also refer to the \( \xi_j^{(n)} \)’s as the Gauss integration nodes. Of course, once the weights are evaluated, (3.4.1) holds for any polynomial \( p \in \mathbb{P}_{n-1} \).

Until now, we have not made use of the property that the nodes are related to zeroes of orthogonal polynomials. This assumption is fundamental in proving the next remarkable result.

**Theorem 3.4.1** - Formula (3.4.1) is true for any polynomial \( p \) of degree less or equal to \( 2n - 1 \).

**Proof** - We take \( q := I_{w,n}p \). Hence, \( q \in \mathbb{P}_{n-1} \) and \( p - q \) vanishes at the points \( \xi_j^{(n)} \), \( 1 \leq j \leq n \). Then \( p - q = u_n r \), where \( r \) is a polynomial of degree at most \( n - 1 \). Finally, by orthogonality and by using the exactness of (3.4.1) for polynomials of degree \( n - 1 \), we get

\[
\int_I p w \, dx = \int_I q w \, dx + \int_I u_n r w \, dx = \int_I q w \, dx
\]

\[
= \sum_{j=1}^{n} q(\xi_j^{(n)}) \, w_j^{(n)} = \sum_{j=1}^{n} p(\xi_j^{(n)}) \, w_j^{(n)}.
\]

We leave as exercise the proof of the theorem’s converse, i.e., if formula (3.4.1) holds for any \( p \in \mathbb{P}_{2n-1} \) then the nodes are the zeroes of \( u_n \). The degree of the integration formula cannot be improved further. In fact, if one takes \( p = u_n^2 \in \mathbb{P}_{2n} \) the right-hand side of (3.4.1) vanishes. On the contrary, the left-hand side is different from zero.

Explicit expressions are known for the quantities \( w_j^{(n)} \), \( 1 \leq j \leq n \), in the various cases. We summarize the formulas.

**Jacobi case** - For \( \alpha > -1 \), \( \beta > -1 \) and \( n \geq 1 \), we have
(3.4.2) \( w_j^{(n)} = 2^{\alpha+\beta} \frac{(2n + \alpha + \beta) \Gamma(n + \alpha) \Gamma(n + \beta)}{n! \Gamma(n + \alpha + \beta + 1)} \times \left[ P_{n-1}^{(\alpha,\beta)}(\xi_j^{(n)}) \frac{d}{dx} P_{n}^{(\alpha,\beta)}(\xi_j^{(n)}) \right]^{-1}, \quad 1 \leq j \leq n. \)

For the proof we argue as follows. By equating the leading coefficients, (1.3.5) yields

(3.4.3) \( \frac{u_n(x)}{x - \xi_j^{(n)}} = \frac{(2n + \alpha + \beta)(2n + \alpha + \beta - 1)}{2n (n + \alpha + \beta)} \ u_{n-1}(x) + q_j(x), \quad 1 \leq j \leq n, \)

where \( q_j \in P_{n-2}, \ 1 \leq j \leq n, \) and \( u_n = P_n^{(\alpha,\beta)}. \) Therefore, recalling (3.4.1) and (3.2.4),

(3.4.4) \( w_j^{(n)} = \frac{1}{u_{n-1}(\xi_j^{(n)})} \sum_{i=1}^{n} (l_j^{(n)} u_{n-1})(\xi_i^{(n)}) w_i^{(n)} \)

\[
= \frac{1}{u_{n-1}(\xi_j^{(n)})} \int_{-1}^{1} l_j^{(n)} u_{n-1}w \ dx = \frac{1}{(u_{n-1}u'_n)(\xi_j^{(n)})} \int_{-1}^{1} \frac{u_n}{x - \xi_j^{(n)}} u_{n-1}w \ dx \\
= \frac{1}{(u_{n-1}u'_n)(\xi_j^{(n)})} \frac{(2n + \alpha + \beta)(2n + \alpha + \beta - 1)}{2n (n + \alpha + \beta)} \|u_{n-1}\|_w^2, \quad 1 \leq j \leq n. 
\]

Finally, (3.4.2) is obtained with the help of (2.2.10).

**Legendre case** - To obtain an expression for the weights, we simply set \( \alpha = \beta = 0 \) in (3.4.2). This gives

(3.4.5) \( w_j^{(n)} = \frac{2}{n} \left[ P_{n-1}(\xi_j^{(n)})P_n'(\xi_j^{(n)}) \right]^{-1}, \quad 1 \leq j \leq n. \)

**Chebyshev case** - This is the most remarkable case. We recall (1.5.1), (3.1.16) and the relation \( T_{n-1}(\xi_j^{(n)}) = (-1)^{j+n} \sqrt{1 - [\xi_j^{(n)}]^2}, \ 1 \leq j \leq n. \) By taking \( \alpha = \beta = -\frac{1}{2} \) in (3.4.2), one obtains

(3.4.6) \( w_j^{(n)} = \frac{\pi}{n}, \quad 1 \leq j \leq n. \)
The set of the Chebyshev zeroes is the only distribution of Jacobi nodes for which the corresponding Gaussian weights are all the same. This further sets Chebyshev polynomials apart from the other families of orthogonal polynomials.

**Laguerre case** - For \( \alpha > -1 \) and \( n \geq 1 \), we have

\[
w^{(n)}_j = - \frac{\Gamma(n + \alpha)}{n!} \left[ L^{(\alpha)}_{n-1}(\xi^{(n)}_j) \frac{d}{dx} L^{(\alpha)}_n(\xi^{(n)}_j) \right]^{-1}, \quad 1 \leq j \leq n.
\]

This time the counterpart of (3.4.3) is

\[
u^{(n)}_j(x) = \frac{1}{n} u^{(n-1)}(x) + q_j(x), \quad 1 \leq j \leq n,
\]

where \( q_j \in P_{n-2} \), \( 1 \leq j \leq n \), and \( u_n = L^{(\alpha)}_{n-1} \). The proof proceeds like that of the Jacobi case after recalling (2.2.13).

**Hermite case** - We have for \( n \geq 1 \)

\[
w^{(n)}_j = \sqrt{\pi} 2^{n+1} n! \left[ H'_n(\xi^{(n)}_j) \right]^{-2}, \quad 1 \leq j \leq n.
\]

For the proof we can argue as in the previous cases. We only note that, by (1.7.8) one has \( H'_n(\xi^{(n)}_j) = 2n H_{n-1}(\xi^{(n)}_j) \), \( 1 \leq j \leq n \).

We observe that for all the cases the weights are strictly positive. This is clear if we consider that

\[
w^{(n)}_j = \sum_{i=1}^{n} [j^{(n)}_j]^2(\xi^{(n)}_i) w^{(n)}_i = \int_I [j^{(n)}_j]^2 w \, dx > 0, \quad 1 \leq j \leq n.
\]

Once the zeroes have been computed, the weights can be evaluated using the recurrence formula (1.1.2) to recover the values of \( u^{(n-1)} \) and \( u'_n \).

Due to their high accuracy, Gauss formulas play a fundamental role in the theoretical analysis of spectral methods. The possibility of integrating polynomials of degree \( 2n - 1 \) just by knowing their values at \( n \) points will be widely used. The reader interested in collecting more results may consult SZEGÖ(1939), STROUD and SECREST(1966), GHIZZETTI and OSSICINI(1970), DAVIS and RABINOWITZ(1984), where other explicit expressions of the weights are also given.
3.5 Gauss-Lobatto integration formulas

In this section, we study an integration formula based on the nodes obtained from
the derivatives of Jacobi polynomials. Integrating (3.2.6), we get for \( n \geq 1 \) and any
polynomial \( p \in P_n \), the so called Gauss-Lobatto formula

\[
\int_{-1}^{1} p w \, dx = \sum_{j=0}^{n} p(\eta_j^{(n)}) \tilde{w}_j^{(n)},
\]

where \( w \) is the Jacobi weight function and \( \tilde{w}_j^{(n)} := \int_{-1}^{1} \tilde{l}_j^{(n)} w dx \), \( 0 \leq j \leq n \), are the
Gauss-Lobatto weights.

The equation (3.5.1) represents a high degree integration formula by virtue of the fol-
lowing theorem.

**Theorem 3.5.1** - Formula (3.5.1) is true for any polynomial \( p \in P_{2n-1} \).

**Proof** - Here we define \( q := \tilde{l}_{w,n,p} \). Thus \( p - q = (1 - x^2)u_n' r \), where \( r \in P_{n-2} \).
Moreover, \( r \) is the derivative of some polynomial \( s \in P_{n-1} \). Then, recalling (2.2.8) and
that \( a = (1 - x^2)w \), one finally obtains

\[
\int_{-1}^{1} p w \, dx = \int_{-1}^{1} q w \, dx + \int_{-1}^{1} au_n' s' \, dx = \int_{-1}^{1} q w \, dx
= \sum_{j=0}^{n} q(\eta_j^{(n)}) \tilde{w}_j^{(n)} = \sum_{j=0}^{n} p(\eta_j^{(n)}) \tilde{w}_j^{(n)}.
\]

Formula (3.5.1) does not hold in general when \( p \in P_{2n} \).

One is now left with the determination of the weights. To this end we prove the following
proposition.
Theorem 3.5.2 - For any \( n \geq 2 \), we have

\[
\tilde{w}_j^{(n)} = \begin{cases} 
2^{\alpha + \beta} \frac{(\beta + 1) \Gamma^2(\beta + 1)(2n + \alpha + \beta)(n-2)! \Gamma(n+\alpha)}{\Gamma(n+\alpha+\beta+2) \Gamma(n+\beta+1)} \sum_{m=1}^{n-1} (1 - \eta_m^{(n)}) & \text{if } j = 0, \\
-2^{\alpha + \beta} \frac{(2n + \alpha + \beta) \Gamma(n+\alpha) \Gamma(n+\beta)}{(n+\alpha+\beta+1) n! \Gamma(n+\alpha+\beta)} \left[ \left( P_{n}^{(\alpha, \beta)} \frac{d}{dx} P_{n-1}^{(\alpha, \beta)} \right) (\eta_j^{(n)}) \right]^{-1} & \text{if } 1 \leq j \leq n - 1, \\
2^{\alpha + \beta} \frac{(\alpha + 1) \Gamma^2(\alpha + 1)(2n + \alpha + \beta)(n-2)! \Gamma(n+\alpha)}{\Gamma(n+\alpha+\beta+2) \Gamma(n+\alpha+1)} \sum_{m=1}^{n-1} (1 + \eta_m^{(n)}) & \text{if } j = n. 
\end{cases}
\]

Proof - As in section 3.4 for the Gauss weights, we start with the relation

\[
u_j = \int_0^1 \frac{P_{n}^{(\alpha, \beta)}(x)}{x - \eta_j^{(n)}} dx = \int_0^1 \frac{P_{n}^{(\alpha, \beta)}(x)}{x - \eta_j^{(n)}} u_{n-1}'(x) + q_j(x), \quad 1 \leq j \leq n - 1,
\]

where \( q_j \in P_{n-2} \) and \( u_n = P_{n}^{(\alpha, \beta)} \). To check (3.5.3), it is sufficient to compare the highest degree terms and recall (1.3.5). Thus, if \( 1 \leq j \leq n - 1 \), by (3.2.8) and (2.2.15) we get

\[
u_j = \int_0^1 \frac{P_{n}^{(\alpha, \beta)}(x)}{x - \eta_j^{(n)}} dx = \int_0^1 \frac{P_{n}^{(\alpha, \beta)}(x)}{x - \eta_j^{(n)}} u_{n-1}'(x) dx + q_j(x), \quad 1 \leq j \leq n - 1,
\]

where \( q_j \in P_{n-2} \) and \( u_n = P_{n}^{(\alpha, \beta)} \). To check (3.5.3), it is sufficient to compare the highest degree terms and recall (1.3.5). Thus, if \( 1 \leq j \leq n - 1 \), by (3.2.8) and (2.2.15) we get

\[
v_j = \frac{1}{u_{n-1}'(\eta_j^{(n)})} \sum_{i=0}^{n} (\tilde{w}_j^{(n)}(\eta_j^{(n)})) i \tilde{w}_i^{(n)} = \frac{1}{u_{n-1}'(\eta_j^{(n)})} \int_{-1}^{1} \tilde{w}_j^{(n)} u_{n-1}'(x) dx
\]

\[
= -\frac{(2n + \alpha + \beta)(2n + \alpha + \beta - 1)}{2(n-1)(n+\alpha+\beta)(n+\alpha+\beta+1)} \frac{1}{(u_{n-1}'u_n)(\eta_j^{(n)})} \left[ (u_{n-1}'u_n)(\eta_j^{(n)}) \right] \|u_{n-1}'\|_a^2
\]

\[
= -\frac{(2n + \alpha + \beta)(2n + \alpha + \beta - 1)}{2(n+\alpha+\beta+1)} \left[ (u_{n-1}'u_n)(\eta_j^{(n)}) \right] \|u_{n-1}\|_w^2.
\]
The proof is completed using (2.2.10). For the weights relative to the endpoints, we write
\begin{equation}
0 = \int_{-1}^{1} u_n u'_{n-1} (1-x) w \, dx = \sum_{m=0}^{n} (u_n u'_{n-1})(\eta_m^{(n)})(1-\eta_m^{(n)}) \, \tilde{w}_m^{(n)}
\end{equation}
\begin{multline*}
= 2u_n(-1)u'_{n-1}(-1)\tilde{w}_0^{(n)} - 2^{\alpha+\beta} \frac{(2n + \alpha + \beta)\Gamma(n + \alpha)\Gamma(n + \beta)}{(n + \alpha + \beta + 1) \, n! \, \Gamma(n + \alpha + \beta)} \sum_{m=1}^{n-1} (1-\eta_m^{(n)}).
\end{multline*}
The first equality in (3.5.5) is due to orthogonality, while in the last equality we used the expression of the weights obtained above for $1 \leq m \leq n - 1$. Then, by (1.3.3) and (3.1.18) we deduce the value of $\tilde{w}_0^{(n)}$. In the same way one gets the value of $\tilde{w}_n^{(n)}$.

In the ultraspherical case, since the polynomials are even or odd, the nodes are symmetrically distributed in $[-1, 1]$. Therefore, when $\alpha = \beta$ we have $\sum_{j=m}^{n-1} \eta_j^{(n)} = 0$. Hence, in the Legendre case we obtain
\begin{equation}
\tilde{w}_j^{(n)} = \begin{cases}
\frac{2}{n(n+1)} & \text{if } j = 0 \text{ or } j = n, \\
\frac{-2}{n+1} \left[ P_n(\eta_j^{(n)}) P'_{n-1}(\eta_j^{(n)}) \right]^{-1} & \text{if } 1 \leq j \leq n - 1.
\end{cases}
\end{equation}
For the Chebyshev case, relations (3.5.2) are drastically simplified and give
\begin{equation}
\tilde{w}_j^{(n)} = \begin{cases}
\frac{\pi}{2n} & \text{if } j = 0 \text{ or } j = n, \\
\frac{\pi}{n} & \text{if } 1 \leq j \leq n - 1.
\end{cases}
\end{equation}
This is a consequence of (3.1.15) and the relation $T'_{n-1}(\eta_j^{(n)}) = -(n-1)(-1)^{j+n}$, $1 \leq j \leq n - 1$.

Also for Gauss-Lobatto formulas it is possible to prove that the weights are positive. More about the subject can be found in ENGELS(1980) or DAVIS and RABINOWITZ(1984). Integration formulas of Gauss-Lobatto type allow the determination of the weighted...
integral of polynomials of degree $2n-1$, knowing their values only at $n+1$ points. With respect to Gauss formulas there is a slight loss in accuracy. Nevertheless, the fact that the points $x = -1$ and $x = 1$ are included in the nodes is important when imposing boundary conditions in the approximation of differential equations (see section 7.4).

### 3.6 Gauss-Radau integration formulas

Other integration formulas, known as *Gauss-Radau formulas*, are based on the nodes given in (3.1.12), (3.1.13) and (3.1.14) respectively. The first case actually corresponds to a Gauss type integration formula since, thanks to (1.3.6), the nodes given in (3.1.12) are the zeroes of $P_{n-1}^{(3/2,3/2)}$. Therefore, the relative formula is exact for polynomials up to degree $2n - 3$. The other two sets of $n$ nodes include the points $x = 1$ or $x = -1$ respectively. Appropriate weights can be defined so that the associated integration formulas are valid for polynomials of degree up to $2n - 2$. Some details are discussed for instance in RALSTON(1965) or DAVIS and RABINOWITZ(1984).

In this section we are concerned with an additional formula, based on the zeroes of $\frac{d}{dx}L_{n}^{(\alpha)}$ plus the point $x = 0$ (the only boundary point of the interval $[0, +\infty]$). This is

$$
\int_{0}^{+\infty} pw \, dx = \sum_{j=0}^{n-1} p(\eta_j^{(n)}) \hat{w}_j^{(n)}.
$$

(3.6.1)

Here $w$ is the Laguerre weight function and $\hat{w}_j^{(n)} := \int_{0}^{+\infty} \tilde{L}_j^{(n)} wdx$, where the Lagrange polynomials are defined in (3.2.11). With a proof similar to that of theorem 3.5.1, equation (3.6.1) turns out to be true for any polynomial $p$ of degree at most $2n - 2$. For the weights, we obtain

$$
\hat{w}_j^{(n)} = \begin{cases} 
\frac{(\alpha + 1) \Gamma^2(\alpha + 1) (n - 1)!}{\Gamma(n + \alpha + 1)} & \text{if } j = 0, \\
\frac{\Gamma(n + \alpha)}{n!} \left[ L_n^{(\alpha)}(\eta_j^{(n)}) \frac{d}{dx} L_{n-1}^{(\alpha)}(\eta_j^{(n)}) \right]^{-1} & \text{if } 1 \leq j \leq n - 1.
\end{cases}
$$

(3.6.2)

These formulas are proven with an argument similar to that used in theorem 3.5.2.
3.7 Clenshaw-Curtis integration formulas

The formulas analyzed in the previous sections are very accurate when the weighted integral of a polynomial is needed. The weight function is strictly related to the set of nodes in which the polynomial is known. Nevertheless, very often in applications, one is concerned with evaluating the integral corresponding to a different weight function. For example, we would like to compute \( \int_{-1}^{1} p(x) \, dx \), where \( p \) is determined at some Jacobi-Gauss-Lobatto nodes. This time, after integrating (3.2.7), we end up with the formula

\[
\int_{-1}^{1} p(x) \, dx = \sum_{j=0}^{n} p(\eta_{j}^{(n)}) \, \chi_{j}^{(n)},
\]

where \( \chi_{j}^{(n)} := \int_{-1}^{1} \tilde{r}_{j}^{(n)} \, dx, \quad 0 \leq j \leq n. \)

Of course, relation (3.7.1) is exact for all polynomials in the space \( P_{n} \). Unfortunately, if the nodes are not related to zeroes of derivatives of Legendre polynomials (in this case we would obtain: \( \chi_{j}^{(n)} = \tilde{w}_{j}^{(n)}, \quad 0 \leq j \leq n \)), we cannot expect the formula to be exact for polynomials of degree higher than \( n \). On the other hand, (3.7.1) is possibly interesting for future applications. For this reason, we give the expression of the weights in the case of Chebyshev nodes (which are presented in (3.1.11)), when \( n \geq 4 \) is even. In practice, we have

\[
\chi_{j}^{(n)} = \begin{cases} 
\frac{1}{n^2 - 1} & \text{if } j = 0, \\
\frac{2}{n} \left[ 1 - \frac{(-1)^{j}}{n^2 - 1} + \sum_{k=1}^{n/2 - 1} \frac{2}{1 - 4k^2} \cos \left( \frac{2kj\pi}{n} \right) \right] & \text{if } 1 \leq j \leq \frac{n}{2}, \\
\chi_{n-j}^{(n)} & \text{if } \frac{n}{2} + 1 \leq j \leq n.
\end{cases}
\]

With this choice of nodes and weights, relation (3.7.1) is known as Clenshaw-Curtis formula (see Davis and Rabinowitz(1984)). This is exact for polynomials of degree not larger than \( n \).
3.8 Discrete norms

Two polynomials \( p, q \in P_{n-1} \) are uniquely characterized by the values they take at the Gauss nodes \( \xi_j^{(n)} \), \( 1 \leq j \leq n \). Therefore, since \( pq \) is a polynomial of degree at most \( 2n - 2 \), the inner product \( \int_I pqw \, dx \) can be determined with the help of (3.4.1). The situation is different when the polynomials \( p, q \in P_n \) are distinguished by their values at the points \( \eta_j^{(n)} \), \( 0 \leq j \leq n \). This time \( pq \in P_{2n} \) and the Gauss-Lobatto formula (3.5.1) becomes invalid. This justifies the definition of an inner product \((\cdot,\cdot)_{w,n} : P_n \times P_n \to \mathbb{R}\), and a norm \( \| \cdot \|_{w,n} : P_n \to \mathbb{R}^+ \), given by

\[
(p,q)_{w,n} := \sum_{j=0}^{n} p(\eta_j^{(n)}) q(\eta_j^{(n)}) \hat{w}_j^{(n)}, \quad \forall p,q \in P_n,
\]

\[
\|p\|_{w,n} := \left( \sum_{j=0}^{n} p^2(\eta_j^{(n)}) \hat{w}_j^{(n)} \right)^{\frac{1}{2}}, \quad \forall p \in P_n.
\]

These expressions are called \textit{discrete inner product} and \textit{discrete norm} respectively.

We first compute the discrete norm of \( u_n \). For the sake of simplicity we restrict ourselves to the ultraspherical case.

**Theorem 3.8.1** - For any \( n \geq 1 \), we have

\[
\|u_n\|_{w,n}^2 = 2^{2\alpha+1} \frac{\Gamma^2(n + \alpha + 1)}{n \, n! \, \Gamma(n + 2\alpha + 1)},
\]

where \( u_n = P_n^{(\alpha,\alpha)} \), \( \alpha > -1 \).

**Proof** - The key point is the relation

\[
u_{n-1}'(\eta_j^{(n)}) = -\frac{n(n+2\alpha)}{n+\alpha} u_n(\eta_j^{(n)}), \quad 1 \leq j \leq n - 1.
\]

To obtain (3.8.4), we refer to Szegö(1939), p.71, formula (4.5.7). We substitute \( n-1 \) for \( n \) in the second part of that formula, and then we eliminate \( u_{n-1} \) with the help of
the first part. Substituting $x = \eta_j^{(n)}$, $1 \leq j \leq n - 1$, the terms containing $u'_n$ vanish. When (3.8.4) is achieved, the proof is straightforward with the help of (3.5.2), (3.1.17) and (3.1.18).

In particular, when $\alpha = -\frac{1}{2}$, (3.8.4) yields

$$\|T_n\|_{w,n}^2 = \pi, \quad \forall n \geq 1.$$  \hfill (3.8.5)

For any fixed $n \geq 1$, the two norms $\| \cdot \|_w$ and $\| \cdot \|_{w,n}$ defined in $P_n$ are equivalent. This means that it is possible to find two constants $\gamma_1 > 0, \gamma_2 > 0$, such that

$$\gamma_1 \|p\|_{w,n} \leq \|p\|_w \leq \gamma_2 \|p\|_{w,n}, \quad \forall p \in P_n.$$  \hfill (3.8.6)

This is not surprising, since in a finite dimensional space (such as $P_n$) any two norms are always equivalent. More important is the following statement, which we prove in the ultraspherical case.

**Theorem 3.8.2** - The constants $\gamma_1$ and $\gamma_2$ in (3.8.6) do not depend on $n$.

**Proof** - Expanding $p$ with respect to the orthogonal basis $\{u_k\}_{0 \leq k \leq n}$, we can write $p = c_n u_n + r$, where $r \in P_{n-1}$. Using that (3.5.1) is true in $P_{2n-1}$, one obtains

$$\|p\|_{w,n}^2 = c_n^2 \|u_n\|_{w,n}^2 + 2c_n (u_n, r)_{w,n} + \|r\|_{w,n}^2$$  \hfill (3.8.7)

$$= c_n \|u_n\|_{w,n}^2 + 2c_n (u_n, r)_{w} + \|r\|_{w}^2 = c_n^2 \left( \|u_n\|_{w,n}^2 - \|u_n\|_{w}^2 \right) + \|p\|_{w}^2, \quad \forall p \in P_n.$$  

By direct comparison of (2.2.10) and (3.8.3) we get $\|u_n\|_{w,n}^2 \geq \|u_n\|_{w}^2, \forall n \geq 1$. This implies $\gamma_2 = 1$. On the other hand by (2.3.7) and by the Schwarz inequality (2.1.7), we get

$$c_n^2 = \left[ \frac{(p, u_n)_w}{\|u_n\|_{w}^2} \right]^2 \leq \frac{\|p\|_{w}^2}{\|u_n\|_{w}^2}, \quad \forall p \in P_n.$$  \hfill (3.8.8)

Thus, substituting in (3.8.7),
\begin{equation}
\|p\|_{w,n}^2 \leq \frac{\|u_n\|_{w,n}^2}{\|u_n\|_w^2} \|p\|_w^2, \quad \forall p \in \mathbf{P}_n.
\end{equation}

Again, from a direct computation, we have that the ratio on the right-hand side of (3.8.9) is bounded by \( \max\{2, 3 + 2\alpha\} = \gamma_1^{-2} \).

It is possible to compute the norm \( \|p\|_w \) of a polynomial \( p \in \mathbf{P}_n \) as a function of the values it attains at the points \( \eta_j^{(n)}, \ 0 \leq j \leq n \). This is shown by the following proposition.

**Theorem 3.8.3 -** For any \( n \geq 1 \), we have
\begin{equation}
\|p\|_w^2 = \|p\|_{w,n}^2 - \frac{n(n+1)}{2(2n+1)} \|(p, u_n)_{w,n}\|^2, \quad \forall p \in \mathbf{P}_n,
\end{equation}
where \( u_n = P_n^{(\alpha, \beta)} \), \( \alpha > -1 \), \( \beta > -1 \).

**Proof -** By (2.3.7) and the exactness of (3.5.1) in \( \mathbf{P}_{2n-1} \), one has
\begin{equation}
c_n \|u_n\|_w^2 = (p, u_n)_w = (p, u_n)_{w,n} + c_n(\|u_n\|_w^2 - \|u_n\|_{w,n}^2), \quad \forall p \in \mathbf{P}_n.
\end{equation}

Recovering \( c_n \), one gets the interesting property
\begin{equation}
c_n = \frac{(p, u_n)_{w,n}}{\|u_n\|_{w,n}^2}, \quad \forall p \in \mathbf{P}_n.
\end{equation}

The proof is concluded after substitution of \( c_n \) in (3.8.7).

The right-hand side of (3.8.10) actually depends only on the values of \( p \) at the nodes. Using (2.2.10) and (3.8.3), equation (3.8.10) becomes
\begin{equation}
\|p\|_w = \left(\|p\|_{w,n}^2 - \frac{n(n+1)}{2(2n+1)} \|(p, P_n)_{w,n}\|^2\right)^{\frac{1}{2}}, \quad \forall p \in \mathbf{P}_n.
\end{equation}
\[ \|p\|_w = \left( \|p\|_{w,n}^2 - \frac{1}{2\pi} \left[ (p, T_n)_{w,n} \right]^2 \right)^{\frac{1}{2}}, \quad \forall p \in P_n, \]

when specialized to the Legendre and Chebyshev cases respectively.

The result of theorem 3.8.3 can be generalized as follows:

\[ (p, q)_w = (p, q)_{w,n} - \frac{\|u_n\|_{w,n}^2 - \|u_n\|_{w,n}^2}{\|u_n\|_{w,n}^2} (p, u_n)_{w,n} (q, u_n)_{w,n}, \quad \forall p, q \in P_n. \]

We leave the proof as exercise.

Another quantity we would like to compute is the integral \[ \int_{-1}^{1} p^2 dx, \] in terms of the values of \( p \in P_n \) at some nodes. When the nodes are the Legendre Gauss-Lobatto points, we can use (3.8.13). On the contrary, we are in a situation similar to that of section 3.7. We only solve the problem for Chebyshev Gauss-Lobatto nodes. Here we have \( p^2 \in P_{2n} \), while (3.7.1) is satisfied only in \( P_n \). The idea is to duplicate the number of points and still use (3.7.1). Recalling (3.1.11) and (3.1.4), in the Chebyshev case we have the remarkable result that

\[ \{\xi_i^{(n)}\}_{1 \leq i \leq n} \cup \{\eta_j^{(n)}\}_{0 \leq j \leq n} = \{\eta_k^{(2n)}\}_{0 \leq k \leq 2n}. \]

Since \( p \) is known at the points (3.1.11) and \( p(\eta_j^{(n)}) = p(\eta_{2j}^{(2n)}), \quad 0 \leq j \leq n \), we can extrapolate its value at the points (3.1.4) with the help of (3.2.7):

\[ p(\eta_{2i-1}^{(2n)}) = p(\xi_i^{(n)}) = \sum_{j=0}^{n} p(\eta_j^{(n)}) \tilde{l}_j^{(n)}(\xi_i^{(n)}), \quad 1 \leq i \leq n. \]

Now, we can use (3.7.1), obtaining \( \forall p \in P_n \)

\[ \int_{-1}^{1} p^2 \, dx = \sum_{m=0}^{2n} p^2(\eta_m^{(2n)}) \chi_m^{(2n)} \]

\[ = \sum_{j=0}^{n} p^2(\eta_j^{(n)}) \chi_{2j}^{(2n)} + \sum_{i=1}^{n} \left( \sum_{k=0}^{n} p(\eta_k^{(n)}) \tilde{l}_k^{(n)}(\xi_i^{(n)}) \right)^2 \chi_{2i-1}^{(2n)}. \]

Finally, the weights can be determined from (3.7.2), and the coefficients \( \tilde{l}_k^{(n)}(\xi_i^{(n)}) \) from (3.2.10) and (3.1.16). This procedure has a computational cost proportional to \( n^2 \), versus the cost of implementing (3.8.10), which is proportional to \( n \).
A discrete inner product with its relative norm, can also be conveniently defined for polynomials in $\mathbb{P}_{n-1}$ distinguished by their values at the $n$ nodes including the $n-1$ zeroes of $\frac{d}{dx}L_n^{(\alpha)}$ and the point $x = 0$. However, this definition would be redundant. Indeed, when $r, s \in \mathbb{P}_{n-1}$ we have $p := rs \in \mathbb{P}_{2n-2}$; therefore, by virtue of (3.6.1), the new inner product coincides with the usual one, i.e. $\| \cdot \|_w$, where $w$ is the Laguerre weight function.

### 3.9 Discrete maximum norms

Discrete equivalents of the maximum norm, introduced in section 2.5, can be defined. We study two cases. For any $n \geq 1$, we first consider $\|\| \cdot \|_{w,n} : \mathbb{P}_{n-1} \to \mathbb{R}^+$ given by

$$
(3.9.1) \quad \|\|p\|_{w,n} := \max_{1 \leq j \leq n} |p(\xi_j^{(n)})|, \quad p \in \mathbb{P}_{n-1},
$$

where the $\xi_j^{(n)}$'s are the zeroes of $P_n^{(\alpha,\beta)}$.

Similarly, for any $n \geq 1$, we define $\|\| \cdot \|_{w,n}^* : \mathbb{P}_n \to \mathbb{R}^+$ as

$$
(3.9.2) \quad \|\|p\|_{w,n}^* := \max_{0 \leq j \leq n} |p(\eta_j^{(n)})|, \quad p \in \mathbb{P}_n,
$$

where the $\eta_j^{(n)}$ are the zeroes of $\frac{d}{dx}P_n^{(\alpha,\beta)}$ plus the endpoints of the interval $\tilde{I} = [-1, 1]$.

The following two results are easy to derive:

$$
(3.9.3) \quad \|\|p\|_{w,n} \leq \|p\|_{\infty}, \quad \forall p \in \mathbb{P}_{n-1},
$$

$$
(3.9.4) \quad \|\|p\|_{w,n}^* \leq \|p\|_{\infty}, \quad \forall p \in \mathbb{P}_n.
$$

Of course, working within finite dimensional spaces, the inequalities (3.9.3) and (3.9.4) can be reversed. For instance, $\forall n \geq 1$, we can find $\gamma$ such that
(3.9.5) \[ \|p\|_\infty \leq \gamma \|p\|_{w,n}, \quad \forall p \in P_{n-1}. \]

This time, a statement like that of theorem 3.8.2 cannot be proven. In fact, \( \gamma \equiv \gamma(n) \) actually grows with \( n \). Following ERD\'OS (1961), it is possible to find a constant \( \delta > 0 \) such that

(3.9.6) \[ \gamma(n) > \frac{2}{\pi} \log(n) - \delta. \]

However, using Chebyshev nodes, we get the relation (see NATANSON (1965))

(3.9.7) \[ \gamma(n) < \frac{2}{\pi} \log(n) + 1. \]

Further inequalities of this type will be covered in section 6.3.

Within the context of the never ending properties of Chebyshev polynomials, we state a result which generalizes theorem 2.5.1. The proof is in DUFFIN and SCHAEFFER (1941).

**Theorem 3.9.1** - Let \( w(x) = 1/\sqrt{1 - x^2} \), then for any \( n \geq 1 \), we have

(3.9.8) \[ \|p'|_\infty \leq n^2 \|p\|_{w,n}^*, \quad \forall p \in P_n. \]

Another theorem, closely related to theorem 2.5.2, is stated in RIVLIN (1974), p.104.

**Theorem 3.9.2** - Let \( w(x) = 1/\sqrt{1 - x^2} \), then for any \( n \geq 1 \), we have

(3.9.9) \[ |p'(\xi_j^{(n)})| \leq \frac{n}{\sqrt{1 - [\xi_j^{(n)}]^2}} \|p\|_{w,n}^*, \quad 1 \leq j \leq n, \quad \forall p \in P_n. \]
3.10 Scaled weights

For large \( n \), the determination of the Laguerre weights can sometimes lead to severe numerical problems. In fact, for the nodes largest in magnitude, the corresponding weights are very small and decay quite fast to zero for increasing values of \( n \). Following the hints in section 1.6, it is advisable to introduce some scaled weights.

First, using (1.6.12) and (1.6.13), we note that, for \( n \geq 1 \),

\[
\frac{d}{dx} L_n^{(\alpha)}(\xi_j^{(n)}) = \left( \frac{n + \alpha}{n} \right) \frac{d}{dx} \hat{L}_n^{(\alpha)}(\xi_j^{(n)}) \prod_{k=1}^{n} \left( 1 + \xi_j^{(n)} k \right), \quad 1 \leq j \leq n.
\]

Next, starting from (3.4.7), we define a new set of Gauss type weights

\[
\omega_j^{(n)} := w_j^{(n)} \left[ S_n^{(\alpha)}(\xi_j^{(n)}) \right]^{-2}
\]

\[
= - \frac{\Gamma(n + \alpha + 1)}{4n^2 n!} \left( 4n + \xi_j^{(n)} \right) \left[ \hat{L}_{n-1}^{(\alpha)}(\xi_j^{(n)}) \frac{d}{dx} \hat{L}_n^{(\alpha)}(\xi_j^{(n)}) \right]^{-1}, \quad 1 \leq j \leq n.
\]

The values of the scaled Laguerre functions at the nodes are evaluated by (1.6.14) and (1.6.15). Recalling (3.4.1), we obtain the formula

\[
\int_{0}^{+\infty} p^2(x) x^\alpha e^{-x} dx = \sum_{j=1}^{n} \hat{p}^2(\xi_j^{(n)}) \omega_j^{(n)}, \quad \forall p \in P_{n-1},
\]

where \( \hat{p} := p S_n^{(\alpha)} \) are used in place of \( p \) in numerical computations. The advantages to this approach consist in a better numerical treatment. More details about the implementation are examined later in section 7.5.

A similar definition is given for Gauss-Radau type weights (see (3.6.2)), i.e.,

\[
\tilde{\omega}_0^{(n)} := \tilde{w}_0^{(n)} \left[ S_n^{(\alpha)}(0) \right]^{-2} = \frac{(\alpha + 1) \Gamma(n + \alpha + 1)}{n n!},
\]
(3.10.5) \[ \tilde{\omega}_j^{(n)} := \tilde{w}_j^{(n)} \left[ S_n^{(\alpha)}(\eta_j^{(n)}) \right]^{-2} \]

\[ = \frac{\Gamma(n + \alpha + 1)}{4n^2 \ n!} \frac{4n + \eta_j^{(n)}}{\hat{L}_n^{(\alpha)}(\eta_j^{(n)})} \left( \frac{d}{dx} \hat{L}_n^{(\alpha)}(\eta_j^{(n)}) + \hat{L}_n^{(\alpha)}(\eta_j^{(n)}) \sum_{m=1}^{n-1} \frac{1}{4m + \eta_j^{(n)}} \right)^{-1}, \]

\[ 1 \leq j \leq n - 1, \]

where we noted that, for \( n \geq 2 \)

(3.10.6) \[ \frac{d}{dx} \left[ S_{n-1}^{(\alpha)}(x) \right]^{-1} = \left[ S_{n-1}^{(\alpha)}(x) \right]^{-1} \sum_{m=1}^{n-1} \frac{1}{4m + x}, \ x \in [0, +\infty[. \]

Again we have

(3.10.7) \[ \int_0^{+\infty} p^2(x) \ x^\alpha e^{-x} \ dx = \sum_{j=0}^{n-1} \hat{p}^2(\eta_j^{(n)}) \tilde{\omega}_j^{(n)}, \ \forall p \in \mathbb{P}_{n-1}, \]

where \( \hat{p} := pS_n^{(\alpha)} \).

The same procedure applied to the Hermite weights in (3.4.9), yields

(3.10.8) \[ \omega_j^{(n)} := w_j^{(n)} \left[ S_{n/2}^{(-1/2)}((\xi_j^{(n)})^2) \right]^{-2} \]

\[ = \frac{\sqrt{\pi} \ n!}{2^{n-1} [(n/2)]^2} \left[ \hat{H}_n'(\xi_j^{(n)}) \right]^{-2}, \ 1 \leq j \leq n, \ if \ n \ is \ even, \]

(3.10.9) \[ \omega_j^{(n)} := w_j^{(n)} \left[ S_{(n-1)/2}^{(1/2)}((\xi_j^{(n)})^2) \right]^{-2} \]

\[ = \frac{\sqrt{\pi} \ n!}{2^{n-1} [((n-1)/2)]^2} \left[ \hat{H}_n'(\xi_j^{(n)}) \right]^{-2}, \ 1 \leq j \leq n, \ if \ n \ is \ odd. \]

Here the \( \xi_j^{(n)} \)'s are the Hermite zeroes. Relations (1.7.9), (1.7.10), (1.7.11) and (1.7.12) have been taken into account.
4
TRANSFORMS

The aim of the previous chapters was to show that a polynomial admits a double representation. One is given by its Fourier coefficients with respect to set of orthogonal basis functions, the other by the values at the nodes associated with a suitable high accuracy integration formula. Clearly, it is possible to switch from one representation to the other. The way to do it is the subject of this chapter.

4.1 Fourier transforms

One of the main results of chapter two was to show that the polynomials introduced in chapter one were orthogonal in relation to a suitable weight function. In addition, other polynomials, i.e., the Lagrange polynomials with respect to a certain set of nodes, have been presented in chapter three. These too are in general orthogonal. Actually, due to (3.4.1) and theorem 3.4.1, we have for any fixed \( n \geq 1 \),

\[
\int_I t_i^{(n)} t_j^{(n)} w dx = \sum_{k=1}^n t_i^{(n)}(\xi_k^{(n)}) t_j^{(n)}(\xi_k^{(n)}) w_k^{(n)} = \begin{cases} 0 & \text{if } i \neq j, \\ w_i^{(n)} & \text{if } i = j. \end{cases}
\]

A similar relation holds when Gauss-Radau nodes are considered. When Gauss-Lobatto points are used, we loose orthogonality. However, in terms of the discrete inner product introduced in section 3.8, we still get orthogonality. In fact, it is trivial to show that, for any \( n \geq 1 \):
This is not true anymore when using the inner product given by (2.1.8). In fact, using (3.8.15), one obtains

\[
\int_{-1}^{1} \tilde{\ell}_i^{(n)} \tilde{\ell}_j^{(n)} \, wdx = \delta_{ij} \tilde{w}_i^{(n)} - \frac{\|u_n\|_{w,n}^2 - \|u_n\|_{w,n}^4}{\|u_n\|_{w,n}^4} u_n(\eta_i^{(n)}) u_n(\eta_j^{(n)}) \tilde{w}_i^{(n)} \tilde{w}_j^{(n)},
\]

where \( u_n = P_n^{(\alpha, \beta)}, \ \alpha > -1, \ \beta > -1. \)

In general, the last term on the right-hand side of (4.1.3) tends to zero (when \( n \) diverges) faster than the first term, so that the polynomials considered are almost orthogonal.

Thus, for a fixed \( n \geq 1 \), two orthogonal bases are available in \( P_{n-1} \), i.e., \( \{u_k\}_{0 \leq k \leq n-1} \) and \( \{\ell_j^{(n)}\}_{1 \leq j \leq n} \). Therefore, we can define a linear transformation \( K_n : P_{n-1} \rightarrow P_{n-1} \), mapping the vector at the point values of a polynomial \( p \) into the vector of its Fourier coefficients. This application is called discrete Fourier transform, and is represented by an \( n \times n \) matrix. Each Fourier coefficient is explicitly determined recalling (2.3.7) and (3.4.1):

\[
c_i = \frac{1}{\|u_i\|_{w}^2} \sum_{j=1}^{n} p(\xi_j^{(n)}) u_i(\xi_j^{(n)}) \tilde{w}_j^{(n)}, \quad 0 \leq i \leq n - 1.
\]

Therefore, we have the matrix relation

\[
K_n := \{k_{ij}\}_{0 \leq i \leq n-1, \ 0 \leq j \leq n-1}, \quad \text{where} \quad k_{ij} := \frac{u_i(\xi_j^{(n)})}{\|u_i\|_{w}^2} \frac{w_j^{(n)}}{w_{j+1}^{(n)}}.
\]

Obviously \( K_n \) is invertible. We express its inverse using (2.3.1):

\[
p(\xi_i^{(n)}) = \sum_{j=0}^{n-1} c_j u_j(\xi_i^{(n)}), \quad 1 \leq i \leq n,
\]

and obtain

\[
K_n^{-1} = \{u_j(\xi_i^{(n+1)})\}_{0 \leq i \leq n-1, \ 0 \leq j \leq n-1}.
\]
It is evident that \( K_n^{-1} = D^{(1)}_n K_n^t D^{(2)}_n \), where \( D^{(1)} \) and \( D^{(2)} \) are the diagonal matrices given respectively by \( \text{diag}\{\|u_j\|^2 \}_{0 \leq j \leq n-1} \) and \( \text{diag}\{1/w_{i+1}^{(n)}\}_{0 \leq i \leq n-1} \). This shows that, after an appropriate normalization of the elements of the two bases, the inverse of \( K_n \) is given by its transpose.

Similar arguments can be applied to the analysis of transforms based on Gauss-Lobatto nodes. Here the space \( P_n \) is generated either by \( \{u_k\}_{0 \leq k \leq n} \) or by \( \{\tilde{\iota}_j^{(n)}\}_{0 \leq j \leq n} \). Hence, we introduce a discrete Fourier transform \( \tilde{K}_n : P_n \rightarrow P_n \), which corresponds to an \( (n+1) \times (n+1) \) matrix \( \{\tilde{k}_{ij}\}_{0 \leq i, j \leq n} \). To get the first \( n-1 \) coefficients we use (2.3.7) and (3.5.1):

\[
(4.1.8) \quad c_i = \frac{1}{\|u_i\|^2_w} \sum_{j=0}^{n} p(\eta_j^{(n)}) \ u_i(\eta_j^{(n)}) \ \tilde{w}_j^{(n)}, \quad 0 \leq i \leq n-1.
\]

For the last coefficient we recall (3.8.12)

\[
(4.1.9) \quad c_n = \frac{1}{\|u_n\|^2_{w,n}} \sum_{j=0}^{n} p(\eta_j^{(n)}) \ u_n(\eta_j^{(n)}) \ \tilde{w}_j^{(n)}.
\]

Conversely, thanks to (2.3.1), one has

\[
(4.1.10) \quad p(\eta_i^{(n)}) = \sum_{j=0}^{n} c_j \ u_j(\eta_i^{(n)}), \quad 0 \leq i \leq n.
\]

Finally, for the Laguerre Gauss-Radau case, we define \( \tilde{K}_n : P_{n-1} \rightarrow P_{n-1} \) as described above. Then, we have by virtue of (2.3.7) and (3.6.1)

\[
(4.1.11) \quad c_i = \frac{1}{\|L_i^{(\alpha)}\|^2_w} \sum_{j=0}^{n-1} p(\eta_j^{(n)}) \ L_i^{(\alpha)}(\eta_j^{(n)}) \ \tilde{w}_j^{(n)}, \quad 0 \leq i \leq n-1,
\]

\[
(4.1.12) \quad p(\eta_i^{(n)}) = \sum_{j=0}^{n-1} c_j \ L_j^{(\alpha)}(\eta_i^{(n)}), \quad 0 \leq i \leq n-1.
\]

The scaled weights introduced in section 3.10 can be taken into account in the evaluation of (4.1.11).
Henceforth, depending on the basis used for the representation of a polynomial, we distinguish among the two cases with the help of the following terminology. When the space of polynomials is intended to be the span of the $u_k$'s, then it is isomorph to the set of Fourier coefficients. In this situation we call it the frequency space. Otherwise, when the isomorphism is naturally established with the set of the point values, it will be denoted by physical space. There are situations in which it is more convenient to work with one of the two representations. The discrete Fourier transform allows passage from the physical to the frequency space, thus both representations can be used to their fullest advantage.

The cost of implementing the transform or its inverse is proportional to $n^2$, since it corresponds to a matrix-vector multiplication. Most of this chapter is dedicated to the analysis of a special case which occurs when Chebyshev polynomials are used. For this choice of polynomials, fast algorithms have been developed to perform the discrete Fourier transform, considerably reducing the computational expense.

4.2 Aliasing

Two operators $\Pi_{w,n}$ and $I_{w,n}$ have been respectively introduced in sections 2.4 and 3.3. For a continuous function $f$, both the images $\Pi_{w,n-1}f$ and $I_{w,n}f$ are in $P_{n-1}$, which is interpreted as frequency or physical space respectively. Unless $f$ is a polynomial in $P_{n-1}$, the projection and the interpolant do not coincide. We show two examples. In figures 4.2.1 and 4.2.2, we plot in $[-1,1]$ the projection and the interpolant of the same degree, corresponding to two different functions. In the first figure we have set $f(x) = |4x| - 2 - 1, \quad w(x) = 1$ (Legendre weight function) and $n = 8$. In the second we have set $f(x) = \frac{1}{2} - \sqrt{|\sin \pi x|}, \quad w(x) = 1/\sqrt{1-x^2}$ (Chebyshev weight function) and $n = 13$. 
Figure 4.2.1 - Legendre projection and interpolant of degree 7 for the function \( f(x) = |4x - 2| - 1, \ x \in [-1, 1]. \)

Figure 4.2.2 - Chebyshev projection and interpolant of degree 12 for the function \( f(x) = \frac{1}{2} - \sqrt{\sin \pi x}, \ x \in [-1, 1]. \)
Thus, it is natural to define, for \( n \geq 1 \), the operator \( A_{w,n} = I_{w,n} - \Pi_{w,n-1} \). The polynomial in \( \mathbb{P}_{n-1} \)

\[
(4.2.1) \quad A_{w,n} f = I_{w,n} f - \Pi_{w,n-1} f, \quad n \geq 1, \quad f \in C^0([-1,1]),
\]

takes the name of aliasing error.
Depending on the smoothness of \( f \), this error tends to zero when \( n \to +\infty \). The proof of this fact and the characterization of the aliasing error is given in section 6.6.

Another type of aliasing error is obtained by setting

\[
(4.2.2) \quad \tilde{A}_{w,n} f = \tilde{I}_{w,n} f - \Pi_{w,n} f, \quad f \in C^0([-1,1]),
\]

where \( n \geq 1 \). This is also studied later on.

### 4.3 Fast Fourier transform

Let us examine what happens by applying the discrete Fourier transform in the special case of the Chebyshev basis. By virtue of (1.5.6), (3.1.4), (3.4.6) and (2.2.12), the entries of \( K_n \) in (4.1.5) take the form

\[
(4.3.1) \quad k_{ij} = \left( \frac{(-1)^i}{n} \cos \frac{i(2j + 1)\pi}{2n} \right) \times \begin{cases} 1 & \text{if } i = 0, \quad 0 \leq j \leq n - 1 \\ 2 & \text{if } 1 \leq i \leq n - 1, \quad 0 \leq j \leq n - 1 \end{cases}.
\]

For the same reason, due to (3.1.11), (3.5.7) and (3.8.5), the entries of \( \tilde{K}_n \) are

\[
(4.3.2) \quad \tilde{k}_{ij} = \left( \frac{(-1)^i}{n} \cos \frac{ij\pi}{n} \right) \times \begin{cases} \frac{1}{2} & \text{if } i = 0, j = 0 \text{ or } j = n \\ 1 & \text{if } i = 0, \quad 1 \leq j \leq n - 1 \\ 1 & \text{if } 1 \leq i \leq n - 1, \quad j = 0 \text{ or } j = n \\ 2 & \text{if } 1 \leq i \leq n - 1, \quad 1 \leq j \leq n - 1 \\ \frac{1}{2} & \text{if } i = n, j = 0 \text{ or } j = n \\ 1 & \text{if } i = n, \quad 1 \leq j \leq n - 1 \end{cases}.
\]
The main ingredient in expressions (4.3.1) and (4.3.2) is a term of the form \( \cos \frac{m_1 m_2}{n} \pi \), where \( m_1 \) and \( m_2 \) are integers. Due to the periodicity of the cosine function, the entries of \( K_n \) and \( \tilde{K}_n \) may attain the same values for different choices of \( i, j \in \mathbb{N} \). The most remarkable case is when \( n \) is of the form \( 2^k \) for some \( k \in \mathbb{N} \). In this situation a lot of coefficients are identical and regularly distributed in the matrix. The poorest case is when \( n \) is a prime number. The entries generated then attain a larger number of distinct values and substructures are not easily recognized. These observations are the starting point of an efficient algorithm for the evaluation of the Fourier transform and its inverse, with a computational cost less than that needed for a matrix-vector multiplication. This procedure is known as \textit{Fast Fourier Transform} (abbreviated by FFT).

The original version of the FFT was officially introduced in \textsc{cooley} and \textsc{tukey}(1965), although the concept had already been published. Fast Fourier transforms are best defined in complex space. On the other hand, the transform involving the cosine can be interpreted as a type of projection into the set of the real numbers. A lot of variants and improvements have been added by various authors. At the same time, computer programs have been coded, with the aim of giving a fast and reliable product. High quality versions of the FFT based on modern parallel architectures are also available. Applications in the framework of spectral computations for parallel processors are examined in \textsc{pelz}(1990).

The FFT algorithm is a little bit tricky and needs a certain amount of perseverance in order to be fully understood. Many books explain, using numerous examples, the basic ideas of the FFT as well as series of generalizations. Usually, they start with the complex formulation restricted to the case \( n = 2^k \). Other generalizations (known as multi-radix FFT algorithms) apply when \( n \) is not a power of 2, giving however less efficient performances. Among the texts we suggest for instance \textsc{brigham}(1974), \textsc{bini}, \textsc{capovani}, \textsc{lotti} and \textsc{romani}(1981), \textsc{nussbaumer}(1981). Since a full discussion of the FFT implementation is beyond the scope of this book, we only present an elementary exposition to bring out its essential features.

The first problem we have in mind is to determine a fast way to compute matrix-
vector multiplications with (4.3.1). As we mentioned before, it is convenient to operate with complex numbers. Thus, let \( i \) denote the complex unity, i.e., \( i^2 = -1 \). Then, we consider the transform

\[
\gamma_m = \sum_{j=0}^{n-1} \delta_j e^{2imj\pi/n}, \quad 0 \leq m \leq n - 1.
\]

Here \( \gamma_m, 0 \leq m \leq n - 1 \), and \( \delta_j, 0 \leq j \leq n - 1 \), are complex variables, related by the standard complex FFT. We study later how to efficiently compute (4.3.3). We now establish a relation between (4.3.3) and (4.1.4) in the Chebyshev case. To this end, the papers of Cooley, Lewis and Welsh (1970), and Brachet et al. (1983) give useful indications. Assume that \( n \) is even. We first define the input data as follows:

\[
\delta_j := \begin{cases} 
    p(\zeta_{2j+1}^{(n)}) & 0 \leq j \leq \frac{n}{2} - 1, \\
    p(\zeta_{2n-2j}^{(n)}) & \frac{n}{2} \leq j \leq n - 1.
\end{cases}
\]

With this choice, we compute \( \gamma_m, 0 \leq m \leq n - 1 \). Finally, one verifies that

\[
c_m = \frac{(-1)^m}{n} \cdot \begin{cases} 
    \gamma_0 & \text{if } m = 0, \\
    \gamma_m e^{im\pi/2n} + \gamma_{n-m} e^{-im\pi/2n} & \text{if } 1 \leq m \leq n - 1.
\end{cases}
\]

Of course, this final computation has a cost only proportional to \( n \). The procedure can be further improved by virtue of the analysis presented in Swarztrauber (1986). Since the \( \delta_j \)'s are real, one can split the data in a suitable way, to allow the computation of two complex FFTs of length \( \frac{n}{2} \) instead of \( n \). We skip the details for simplicity. The inverse transform (see (4.1.6)) is clearly treated in a very similar way.

The next problem is related to matrix-vector multiplications involving (4.3.2). We now define

\[
\delta_j := \begin{cases} 
    p(\eta_0^{(n)}) & j = 0, \\
    p(\eta_{2j}^{(n)}) + i \left[ p(\eta_{2j+1}^{(n)}) - p(\eta_{2j-1}^{(n)}) \right] & 1 \leq j \leq \frac{n}{2} - 1, \\
    p(\eta_{n}^{(n)}) & j = \frac{n}{2}, \\
    p(\eta_{2n-2j}^{(n)}) + i \left[ p(\eta_{2n-2j+1}^{(n)}) - p(\eta_{2n-2j-1}^{(n)}) \right] & \frac{n}{2} + 1 \leq j \leq n - 1.
\end{cases}
\]
After evaluating the $\gamma_m$'s by (4.3.3), the output data can be recovered by (4.3.7)

$$c_m = \frac{(-1)^m}{2n} \cdot \begin{cases} 
  p(\eta_0^{(n)}) + p(\eta_m^{(n)}) + 2 \sum_{j=1}^{n-1} p(\eta_j^{(n)}) & m = 0, \\
  \gamma_m \left[1 + (2 \sin \frac{\pi m}{n})^{-1}\right] + \gamma_{n-m} \left[1 - (2 \sin \frac{\pi m}{n})^{-1}\right] & 1 \leq m \leq n - 1, \\
  p(\eta_0^{(n)}) + p(\eta_m^{(n)}) + 2 \sum_{j=1}^{n-1}(-1)^j p(\eta_j^{(n)}) & m = n.
\end{cases}$$

Here the upper bar denotes complex conjugate. The cumbersome verification of (4.3.7) is left to the reader. We note that the output coefficients in (4.3.7) are real. Other suggestions and improvements are contained for instance in Swarztrauber (1986). Again, once the $\gamma_m$'s have been determined, the cost to implement (4.3.7) is proportional to $n$.

We proceed now with the analysis of relation (4.3.3) and we consider the special case when $n = 8 = 2^3$. The matrix corresponding to the linear transformation takes the form

$$\Phi = \begin{bmatrix}
\phi^0 & \phi^0 & \phi^0 & \phi^0 & \phi^0 & \phi^0 & \phi^0 & \phi^0 \\
\phi^0 & \phi^1 & \phi^2 & \phi^3 & \phi^4 & \phi^5 & \phi^6 & \phi^7 \\
\phi^0 & \phi^2 & \phi^4 & \phi^6 & \phi^0 & \phi^2 & \phi^4 & \phi^6 \\
\phi^0 & \phi^3 & \phi^6 & \phi^0 & \phi^4 & \phi^7 & \phi^2 & \phi^5 \\
\phi^0 & \phi^4 & \phi^0 & \phi^4 & \phi^0 & \phi^4 & \phi^0 & \phi^4 \\
\phi^0 & \phi^5 & \phi^2 & \phi^7 & \phi^4 & \phi^0 & \phi^3 & \phi^2 \\
\phi^0 & \phi^6 & \phi^4 & \phi^0 & \phi^6 & \phi^4 & \phi^0 & \phi^6 \\
\phi^0 & \phi^7 & \phi^6 & \phi^5 & \phi^4 & \phi^3 & \phi^2 & \phi^1
\end{bmatrix},$$

where $\phi := e^{i\pi/4}$ and we noted that $\phi^{k+8} = \phi^k$, $\forall k \in \mathbb{N}$.

Moreover, the linear system can be also written as

$$\begin{bmatrix}
\gamma_0 \\
\gamma_4 \\
\gamma_2 \\
\gamma_6 \\
\gamma_1 \\
\gamma_5 \\
\gamma_3 \\
\gamma_7
\end{bmatrix} = \Phi_1 \Phi_2 \Phi_3 \begin{bmatrix}
\delta_0 \\
\delta_1 \\
\delta_2 \\
\delta_3 \\
\delta_4 \\
\delta_5 \\
\delta_6 \\
\delta_7
\end{bmatrix},$$

where the matrices $\Phi_k$, $1 \leq k \leq 3$, are given by
Polynomial Approximation of Differential Equations

\[
\Phi_1 = \begin{bmatrix}
\phi^0 & \phi^0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\phi^0 & \phi^4 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & \phi^0 & \phi^2 & 0 & 0 & 0 & 0 \\
0 & 0 & \phi^0 & \phi^6 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & \phi^0 & \phi^2 & 0 & 0 & 0 \\
0 & 0 & 0 & \phi^0 & \phi^6 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & \phi^0 & \phi^4 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & \phi^0 & \phi^2 & 0
\end{bmatrix},
\]

(4.3.10)

\[
\Phi_2 = \begin{bmatrix}
\phi^0 & 0 & \phi^0 & 0 & 0 & 0 & 0 & 0 \\
0 & \phi^0 & 0 & \phi^0 & 0 & 0 & 0 & 0 \\
\phi^0 & 0 & \phi^4 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & \phi^0 & \phi^4 & 0 & 0 & 0 \\
0 & 0 & 0 & \phi^0 & 0 & \phi^2 & 0 & 0 \\
0 & 0 & 0 & 0 & \phi^0 & 0 & \phi^2 & 0 \\
0 & 0 & 0 & 0 & 0 & \phi^0 & 0 & \phi^6 \\
0 & 0 & 0 & 0 & 0 & 0 & \phi^0 & 0
\end{bmatrix},
\]

(4.3.11)

\[
\Phi_3 = \begin{bmatrix}
\phi^0 & 0 & 0 & 0 & \phi^0 & 0 & 0 & 0 \\
0 & \phi^0 & 0 & 0 & 0 & \phi^0 & 0 & 0 \\
0 & 0 & \phi^0 & 0 & 0 & 0 & \phi^0 & 0 \\
0 & 0 & 0 & \phi^0 & 0 & 0 & 0 & \phi^0 \\
\phi^0 & 0 & 0 & \phi^0 & 0 & \phi^2 & 0 & 0 \\
0 & \phi^0 & 0 & 0 & 0 & \phi^0 & 0 & 0 \\
0 & 0 & \phi^0 & 0 & 0 & \phi^4 & 0 & 0 \\
0 & 0 & 0 & \phi^0 & 0 & 0 & \phi^4 & 0
\end{bmatrix},
\]

(4.3.12)

This splitting is the kernel of the FFT algorithm. In general, starting from the \(n \times n\) full matrix \(\Phi\) (where \(n\) is a power of 2), we can find a suitable sequence of \(n \times n\) matrices \(\Phi_k, 1 \leq k \leq \log_2 n\), whose product \(\Phi^* := \prod_{k=1}^{\log_2 n} \Phi_k\) allows the recovery of \(\Phi\). As the reader can observe, the data entries in the left-hand side of (4.3.9) have been permuted. Therefore, \(\Phi\) is obtained after a suitable recombination of the rows of \(\Phi^*\).

The new matrices are very sparse. Actually, a vector multiplication just involves two nonzero entries for each row. The FFT algorithm takes advantage of the regular structure of the \(\Phi_k\)’s. This reduces the matrix-vector multiplication for any
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$\Phi_k$, $1 \leq k \leq \log_2 n$, to a procedure whose cost is only proportional to $n$. Consequently, the complete FFT can be performed with a cost proportional to $n \log_2 n$, provided $n$ is a power of 2. This shows that, for large values of $n$, the procedure is efficient. Whether this approach is competitive for small values of $n$, depends strongly on code implementation. Performance is also affected by different computer architectures.

A clear description, both intuitive and rigorous, of the steps to be followed to minimize the operations, is given in Brigham (1974), where a flow chart is presented. Generalizations to the case where $n$ is not a power of 2, are discussed e.g. in Singleton (1969) and Temperton (1983).

Finally, we touch on the problem of reordering the output data, known as unscrambling procedure. Consider for example equation (4.3.9). We associate to any index $0 \leq m \leq 7$, its 3-digit binary representation, i.e.

<table>
<thead>
<tr>
<th>$m$</th>
<th>Binary</th>
<th>Dec.</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>000</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>001</td>
<td>4</td>
</tr>
<tr>
<td>2</td>
<td>010</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>011</td>
<td>6</td>
</tr>
<tr>
<td>4</td>
<td>100</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>101</td>
<td>5</td>
</tr>
<tr>
<td>6</td>
<td>110</td>
<td>3</td>
</tr>
<tr>
<td>7</td>
<td>111</td>
<td>7</td>
</tr>
</tbody>
</table>

The last column shows the indices obtained by reading the binary numbers from right to left. These exactly match the indices of the left-hand side vector in (4.3.9). Reordering this last set results in the reordering of the output data. The rough outline above can be easily generalized. Recent variants of the FFT algorithm (self-sorting FFT) do not require unscrambling of the data after applying the transform. We refer the reader to specialized publications for further information.
4.4 Other fast methods

There are situations in which a polynomial, defined by the values assumed at the nodes of some Gauss integration formula, must be determined at the points corresponding to the relative Gauss-Lobatto formula. More precisely, from (3.2.2), we get for \( p \in P_{n-1} \)

\[
p(\eta_i^{(n)}) = \sum_{j=1}^{n} p(\xi_j^{(n)}) \tilde{l}_j^{(n)}(\eta_i^{(n)}), \quad 0 \leq i \leq n.
\]

Conversely, if \( p \in P_n \), we obtain by (3.2.7)

\[
p(\xi_i^{(n)}) = \sum_{j=0}^{n} p(\eta_j^{(n)}) \tilde{j}_j^{(n)}(\xi_i^{(n)}), \quad 1 \leq i \leq n.
\]

As usual, particularly interesting is the Chebyshev case, where this interpolation process can be optimized. By (4.1.4) or (4.1.8)-(4.1.9), we recover the Fourier coefficients using the FFT. Then, in place of (4.4.1), one computes

\[
p(\eta_i^{(n)}) = \sum_{j=0}^{n-1} c_j T_j(\eta_i^{(n)}) = -\sum_{j=0}^{n-1} c_j \cos \frac{ij}{n} \pi, \quad 0 \leq i \leq n.
\]

Furthermore, in place of (4.4.2), we can write

\[
p(\xi_i^{(n)}) = \sum_{j=0}^{n} c_j T_j(\xi_i^{(n)}) = -\sum_{j=0}^{n} c_j \cos \frac{j(2i-1)}{2n} \pi, \quad 1 \leq i \leq n,
\]

so that an FFT-like algorithm can still be used.

The advantages of using two sets of points, like those considered above, in the discretization of certain classes of partial differential equations, such as the incompressible Navier-Stokes equations (see section 13.4), have been investigated in Malik, Zang and Hussaini (1985), and theoretically analyzed and extended in Bernardi and Maday (1988). The need for efficient transfer of data between the two grids, could favor the Chebyshev polynomials for these kind of computations.

Additional algorithms, based on the cosine FFT described in the previous section, have been adapted for other Jacobi polynomials (see Orszag (1986)). Unfortunately, they are deduced from suitable asymptotic expansions. Therefore, they are fast and accurate only when \( n \) is quite large.
Before studying the convergence properties of orthogonal polynomials, it is necessary to specify the classes of functions to be approximated. This leads to the definition of new functional spaces. An elementary introduction of the so called Sobolev spaces is given in this chapter. Beginners, with a weak mathematical background, can skip over this part in the first reading.

5.1 The Lebesgue integral

The *Lebesgue integral* extends the classical Riemann integral presented in the introductory courses of calculus. This generalization allows the definition of integrals of functions that belong to very large classes. This improvement does not only offer the possibility of dealing with pathological functions (most of which are not of interest to us), but provides new tools to help prove sophisticated results within the framework of a simple and elegant theory.

We start by reviewing the main properties of the Lebesgue measure theory. For a deeper analysis, we refer to the books by HALMOS(1971), KOLMOGOROV and FOMIN(1961), HARTMAN and MIKUSIŃSKI(1961), HILDEBRANDT(1963), TEMPLE(1971), RAO(1987), etc.
We only discuss the one dimensional case. Let $I = ]a, b[,$ $a < b,$ be a bounded interval. The Lebesgue measure $\mu$ associated to a subset $J \subset \bar{I}$ is a non negative real number. However, not all the subsets are measurable, though these cases are quite involved. Let us begin by considering very simple sets. Briefly, we review the most significant cases.

The empty set $J = \emptyset$ has measure zero. If $J \subset \bar{I}$ contains a single point or a finite number of points, then $\mu(J) := 0$. When $J$ is an interval with endpoints $c$ and $d$, $a \leq c < d \leq b$, it is natural to require that $\mu([c, d]) = \mu([c, d]) = \mu([c, d]) := d - c$.

When $J$ is the union of a finite number $m$ of disjoint subintervals $K_i$, $1 \leq i \leq m$, then its measure is given by $\mu(J) := \sum_{i=1}^{m} \mu(K_i)$. Sets of this form are called elementary sets. Union, intersection and difference of two elementary sets is still an elementary set. The measure of an elementary set is easily reduced to the sum of lengths of one or more segments.

A further generalization is to assume that $J$ is the union of a countable collection of disjoint intervals $K_i \subset \bar{I}$, $i \in \mathbb{N}$; we then set $\mu(J) = \sum_{i=0}^{\infty} \mu(K_i)$. This series converges since it is bounded by the value $b - a$. We note that, if the intervals $K_i$, $i \in \mathbb{N}$, are not all disjoint (i.e., there exist $i, j \in \mathbb{N}$ such that $K_i \cap K_j \neq \emptyset$), then we can replace the family $\{K_i\}_{i \in \mathbb{N}}$ by the family $\{K_i^*\}_{i \in \mathbb{N}}$ such that $J = \bigcup_{i=0}^{\infty} K_i^*$ and the $K_i^*$’s are disjoint. In this case, we have the inequality

\[
\mu(J) = \sum_{i=0}^{\infty} \mu(K_i^*) \leq \sum_{i=0}^{\infty} \mu(K_i).
\]

Now, let $J \subset \bar{I}$ be a generic subset. Inspired by (5.1.1), we can always define the outer measure $\mu^*$ of $J$. This is given by

\[
\mu^*(J) := \inf \left\{ \sum_{i=0}^{\infty} \mu(K_i) \left| J \subset \bigcup_{i=0}^{\infty} K_i \right. \right\},
\]

where the lower bound is taken over all the coverings of $J$ by countable families of intervals $K_i$, $i \in \mathbb{N}$. For elementary sets the outer measure $\mu^*$ coincides with the actual measure $\mu$. 


We are now ready to give the definition of a Lebesgue measurable set. The subset \( J \subset \bar{I} \) is measurable if and only if

\[
\mu^*(J) = \mu(\bar{I}) - \mu^*(\bar{I} - J).
\]

Then we set \( \mu(J) := \mu^*(J) \). The idea is the following. The term on the left-hand side of (5.1.3) is obtained by approximating \( J \) from outside with families of intervals. The term on the right-hand side represents in some sense an approximation from inside. When both the estimates coincide, then \( J \) is measurable.

It is possible to show that the union and intersection of a finite number of measurable sets are still measurable. Moreover, and this is the main improvement with respect to Riemann measure theory, union and intersection of a countable family of measurable sets are still measurable. If the sets \( J_i, i \in \mathbb{N} \), are measurable and disjoint, then

\[
\mu \left( \bigcup_{i=0}^{\infty} J_i \right) = \sum_{i=0}^{\infty} \mu(J_i).
\]

For instance, the set of rational numbers \( J = \mathbb{Q} \cap \bar{I} \), is not Riemann measurable. Being the union of a countable collection of points, \( J \) is Lebesgue measurable and by (5.1.4) \( \mu(J) = 0 \). If \( I \) is an unbounded interval, then \( J \subset \bar{I} \) is measurable when \( J \cap K \) is measurable for any bounded interval \( K \subset \bar{I} \). In this situation we assume that \( \mu \) can also take the value \( +\infty \).

We can now introduce the concept of measurable function. A function \( f : \bar{I} \rightarrow \mathbb{R} \) is measurable when the set \( \{ x \in \bar{I} : f(x) < \gamma \} \) is measurable for any \( \gamma \in \mathbb{R} \). It is possible to prove that the sum and the product of two measurable functions are still measurable.

A measurable function that assumes a finite or countable set of values in \( \bar{I} \), is called simple function. Any bounded measurable function \( f \) can be represented as a uniform limit of simple functions \( f_n, n \in \mathbb{N} \) (this means that \( \lim_{n \to \infty} \sup_{x \in I} |f_n(x) - f(x)| = 0 \)).
Two measurable functions $f$ and $g$ coincide \textit{almost everywhere} (abbreviated by \textit{a.e.}), when the measure of the set $\{x \in I \mid f(x) \neq g(x)\}$ is zero. In this situation $f$ and $g$ are called \textit{equivalent}.

We have now collected enough ingredients to define the Lebesgue integral of a measurable function. Let us start with the integral of a simple function $f$. In this case, $f$ attains at most a countable set of values $\gamma_i$, $i \in \mathbb{N}$, and the sets $A_i := \{x \in I \mid f(x) = \gamma_i\}$, $i \in \mathbb{N}$, are measurable. Then we have

(5.1.5) \[
\int_I f \, dx := \sum_{i=0}^{\infty} \gamma_i \mu(A_i),
\]

provided the series is absolutely convergent.

In general, let $f$ be a measurable function; then there exists a sequence of simple functions $f_n$, $n \in \mathbb{N}$, uniformly convergent to $f$. Thus we set

(5.1.6) \[
\int_I f \, dx := \lim_{n \to \infty} \int_I f_n \, dx,
\]

provided the limit exists. In this case, the limit does not depend on the approximating sequence $\{f_n\}_{n \in \mathbb{N}}$.

The sum of two integrable functions is an integrable function. Moreover, for continuous or monotone functions, the Lebesgue and Riemann integrals coincide.

We have the implication

(5.1.7) \[
\int_I |f| \, dx = 0 \quad \iff \quad f \equiv 0 \quad \text{a.e.}
\]

This shows that point values, achieved on sets whose measure is zero, are not meaningful for the evaluation of the integral. This observation is crucial. In the following, besides a given integrable function $f$, we shall not distinguish among functions equivalent to $f$. This is because we shall work with norms of $f$ based on the Lebesgue integral, and these are not affected by modifications of $f$ on a set of measure zero.
5.2 Spaces of measurable functions

In section 2.1, we introduced an inner product and a norm in the space of continuous functions (see (2.1.8) and (2.1.9)). As we shall see in the sequel, $C^0(\bar{I})$ is not a suitable space for this kind of norm. Besides, in view of the chosen applications, we must to enrich our space with new functions. Using the approach of section 2.1, this is quite cumbersome. For instance, including discontinuous functions is not straightforward. One of the reasons is that property (2.1.3) could not be satisfied in an extended space (for example, take $u$ vanishing in $I$, with the exception of one point).

Here, we would like to make this extension in the very large family of measurable functions. To this purpose, for any measurable function $u$, we shall denote by $C_u$ the class of all the functions equivalent to $u$. Let $w : I \to \mathbb{R}$, be a positive continuous weight function (we prefer to avoid generalizations concerning $w$). Then, we define the following functional space:

\[(5.2.1) \quad L^2_w(I) := \{ C_u \mid u \text{ is measurable and } \int_I u^2 \, wdx < +\infty \}.\]

Although the elements of $L^2_w(I)$ are not functions, we shall not distinguish between $u$ and $C_u$, since the integral in (5.2.1) does not recognize the different representatives of a certain class. So that, due to (5.1.7), we get the implication

\[(5.2.2) \quad u \in L^2_w(I) \text{ and } \int_I u^2 \, wdx = 0 \iff u \equiv 0.\]

The correct interpretation of the right-hand side in (5.2.2) is that a generic representative of the class of functions associated with $u$ is an element of the class of functions vanishing almost everywhere. When $I$ is bounded, the inclusion $C^0(\bar{I}) \subset L^2_w(I)$ is similarly justified.

In $L^2_w(I)$ we can define an inner product and a norm which are the natural extensions of those given in section 2.1, i.e.

\[(5.2.3) \quad (u, v)_{L^2_w(I)} := \int_I uv \, wdx, \quad \forall u, v \in L^2_w(I),\]
(5.2.4) \[ \|u\|_{L^2_w(I)} := \left( \int_I u^2 \, wdx \right)^{\frac{1}{2}}, \quad \forall u \in L^2_w(I). \]

The property (2.1.3) is now exactly expressed by (5.2.2).

Another functional space is related to the norm introduced in section 2.5. We first give some definitions. We say that a measurable function \( u \) is essentially bounded when we can find a constant \( \gamma \geq 0 \) such that \( |u| \leq \gamma \) almost everywhere. An essentially bounded function \( u \) behaves like a bounded function, except on sets of measure zero. Thus, we set

(5.2.5) \[ L^\infty(I) := \{ C_u \mid u \text{ is essentially bounded} \}. \]

The corresponding norm is given by

(5.2.6) \[ \|u\|_{L^\infty(I)} := \inf \left\{ \gamma \geq 0 \mid |u| \leq \gamma \text{ a.e.} \right\}. \]

When \( I \) is bounded, continuous functions in \( I \) belong to \( L^\infty(I) \). In this case, the norm (5.2.6) is equal to the norm \( \| \cdot \|_\infty \), presented in section 2.5.

Introductory discussions on the spaces analyzed herein, and their generalizations, are contained e.g. in VULIKH(1963), GOFFMAN and PEDRICK(1965), OKIKILOU (1971), and WOUK(1979). Other references are given in the following sections.

5.3 Completeness

We point out an important property of the functional spaces introduced above. We first recall that a sequence \( \{u_n\}_{n \in \mathbb{N}} \) in a normed space \( X \) is a Cauchy sequence when, for any \( \epsilon > 0 \), we can find \( N \in \mathbb{N} \) such that

(5.3.1) \[ \|u_{n_1} - u_{n_2}\| < \epsilon, \quad \forall n_1, n_2 > N. \]
Every convergent sequence in $X$ is a Cauchy sequence. The converse depends on the structure of $X$. This justifies the following definition. A space $X$, where every Cauchy sequence converges to an element of $X$, is called complete space.

Let $I$ be a bounded interval. The space $X = C^0(\bar{I})$ with the norm $\| \cdot \|_w$ given in (2.1.9), is not complete. For instance, let $\bar{I} = [0, 1]$ and $u_n(x) = x^n$, $x \in \bar{I}$, $n \in \mathbb{N}$. Therefore, we obtain a Cauchy sequence in $C^0(\bar{I})$ converging in the norm $\| \cdot \|_w$, $w \equiv 1$, to a discontinuous function.

The correct norm to be used in $C^0(\bar{I})$ is defined by (2.5.1). This leads to a complete space, i.e., Cauchy sequences in $C^0(\bar{I})$ with the norm $\| \cdot \|_\infty$ always converge to a continuous function in that norm (the well-known uniform convergence). Moreover, $L^\infty(I)$ is also complete with the norm given in (5.2.6). In the following we set (see (5.2.6))

$$
\text{(5.3.2)} \quad \| u \|_{C^0(I)} := \| u \|_{L^\infty(I)}, \quad \forall u \in C^0(\bar{I}),
$$

provided either $I$ or $u$ are bounded.

Another interesting result is that $L^2_w(I)$ is complete with the norm given in (5.2.4). When $I$ is bounded, $L^2_w(I)$ is the completion of $C^0(\bar{I})$ with the norm (2.1.9). This means that any function in $L^2_w(I)$ can be approximated in the norm of $L^2_w(I)$ by a sequence of continuous functions. In this case, not only does $C^0(\bar{I}) \subset L^2_w(I)$, but there exists a constant $K > 0$ (depending on $\mu(I)$ and $w$) such that

$$
\text{(5.3.3)} \quad \| u \|_{L^2_w(I)} \leq K \| u \|_{C^0(\bar{I})}, \quad \forall u \in C^0(\bar{I}).
$$

A complete space, whose norm is related to an inner product, is called a Hilbert space. In particular $L^2_w(I)$ is a Hilbert space, $C^0(\bar{I})$ is not a Hilbert space. More results are presented in the classical texts of functional analysis.
5.4 Weak derivatives

We recall that the space $C^k(\bar{I})$, where $k \geq 1$ is an integer, is given by the functions whose derivatives, of order less or equal to $k$, exist and are continuous in $\bar{I}$. Following section 5.3, when $I$ is bounded, a norm for $C^k(\bar{I})$ is obtained by setting

\begin{equation}
\|u\|_{C^k(\bar{I})} := \|u\|_{C^0(\bar{I})} + \sum_{m=1}^{k} \left\| \frac{d^m u}{dx^m} \right\|_{C^0(\bar{I})}, \quad u \in C^k(\bar{I}), \quad k \geq 1.
\end{equation}

With this norm $C^k(\bar{I})$, $k \geq 1$, is a complete space. In particular, when $u \in C^k(\bar{I})$, $\forall k \in \mathbb{N}$, we say that $u \in C^\infty(\bar{I})$. We are mainly concerned with a particular subspace of $C^\infty(\bar{I})$. This is denoted by $C^\infty_0(I)$ and consists of all the functions $\phi \in C^\infty(\bar{I})$ such that there exists a closed and bounded interval strictly included in $I$, outside of which $\phi$ vanishes. Therefore, since $I$ is open, any function in $C^\infty_0(I)$ is zero in a neighborhood of the possible boundary points of $I$. Therefore, all the derivatives of a function in $C^\infty_0(I)$ still belong to $C^\infty_0(I)$.

Up to this point, we only considered subspaces of the set of continuous functions. This is against the policy of expanding our functional spaces. We now give meaning to the differential calculus of measurable functions by introducing the concept of weak derivative. A Lebesgue integrable function $u$ is differentiable in a weak sense, if there exists another integrable function $v$ such that

\begin{equation}
\int_I u \phi' \, dx = - \int_I v \phi \, dx, \quad \forall \phi \in C^\infty_0(I).
\end{equation}

The function $v$ is the weak derivative of $u$ which is indicated using classical notation. This definition is not in conflict with the usual one. Actually, we claim that, if $u \in C^1(\bar{I})$, then $v \in C^0(\bar{I})$ is exactly the standard derivative of $u$. To prove this statement, we just integrate the left-hand side of (5.4.2) by parts. Recalling the vanishing conditions on $\phi$, we obtain as requested

\begin{equation}
\int_I (u' - v) \phi \, dx = 0, \quad \forall \phi \in C^\infty_0(I) \quad \Rightarrow \quad v \equiv u'.
\end{equation}

The implication in (5.4.3) can be proven with a little knowledge of basic calculus.
Higher-order derivatives are similarly defined. The measurable function \( v \) is the \( k \)-th derivative of \( u \) if

\[
(5.4.4) \quad \int_I u \frac{d^k \phi}{dx^k} \, dx = (-1)^k \int_I v \phi \, dx, \quad \forall \phi \in C_0^\infty (I), \quad k \geq 1.
\]

The weak derivative of a function \( u \) is not uniquely determined. However, two different derivatives are equivalent, hence they are in the same class \( C_v \).

In general, not all integrable functions admit a weak derivative, unless we enlarge the space of possible derivatives. This extension leads to the definition of the space of distributions, whose elements are often not even representable as functions (the typical example is the Dirac delta). For simplicity, we skip this subject and refer the interested reader to the following authors: Schwartz(1966), Treves(1967), Gelfand, Graev and Vilenkin(1970), and Garnir, De Wilde and Schmets(1973).

In the following sections, we study how to use weak derivatives to define additional functional spaces.

### 5.5 Transformation of measurable functions in \( \mathbb{R} \)

Let \( \mathbb{C} \) denote the set of complex numbers. A function \( u : \mathbb{R} \to \mathbb{C} \) is measurable when both the real part \( \text{Re}(u) \) and imaginary part \( \text{Im}(u) \) are measurable. Then we define

\[
(5.5.1) \quad L^2(\mathbb{R}; \mathbb{C}) := \left\{ C_u \mid u \text{ measurable and } \int_{\mathbb{R}} [(\text{Re}(u))^2 + (\text{Im}(u))^2] \, dx < +\infty \right\}.
\]

The space in (5.5.1) is a Hilbert space with the (complex) inner product

\[
(5.5.2) \quad (u, v)_{L^2(\mathbb{R}; \mathbb{C})} := \int_{\mathbb{R}} u \bar{v} \, dx, \quad u, v \in L^2(\mathbb{R}; \mathbb{C}),
\]

where \( \bar{v} \) denotes the complex conjugate of \( v \).

Let us now consider the operator \( \mathcal{F} : L^2(\mathbb{R}; \mathbb{C}) \to L^2(\mathbb{R}; \mathbb{C}) \). This maps \( u \in L^2(\mathbb{R}; \mathbb{C}) \) to the function defined by:
(5.5.3) \( [F u](t) := \frac{1}{\sqrt{2\pi}} \int_{\mathbb{R}} u(x) e^{-itx} dx \in L^2(\mathbb{R}; \mathbb{C}), \)

where \( i \) is the imaginary unity and the equality holds in \( \mathbb{R} \) almost everywhere. Since \( u \in L^2(\mathbb{R}; \mathbb{C}) \) does not in general imply that \( u \) is integrable in \( \mathbb{R} \), a little care is necessary when manipulating expression (5.5.3). With some technical reasoning, one verifies that the setting is correct after appropriate interpretation (see for instance RUDIN(1966)).

The function \( F u \) is called Fourier transform of \( u \). The operator \( F \) suitably generalizes the complex discrete Fourier transform (4.3.3).

The following relation is well-known:

(5.5.4) \( \|F u\|_{L^2(\mathbb{R}; \mathbb{C})} = \|u\|_{L^2(\mathbb{R}; \mathbb{C})}, \quad \forall u \in L^2(\mathbb{R}; \mathbb{C}). \)

In other words, \( F \) is an isometry.

Moreover, the inverse operator \( F^{-1} : L^2(\mathbb{R}; \mathbb{C}) \to L^2(\mathbb{R}; \mathbb{C}) \), admits the representation

(5.5.5) \( [F^{-1} u](t) = \frac{1}{\sqrt{2\pi}} \int_{\mathbb{R}} u(x) e^{itx} dx, \quad a.e. \in \mathbb{R}, \quad \forall u \in L^2(\mathbb{R}; \mathbb{C}). \)

Many other properties characterize the transformation \( F \) (see RUDIN(1966)). We just mention some of those useful in the following sections.

If both the real and the imaginary part of \( u \in L^2(\mathbb{R}; \mathbb{C}) \) have a weak derivative (see previous section) and \( u' \in L^2(\mathbb{R}; \mathbb{C}) \), then the following relation can be established for almost every \( t \in \mathbb{R} \):

(5.5.6) \( [F u'](t) = -\frac{i t}{\sqrt{2\pi}} [F u](t). \)

Therefore, setting \( v(t) := t[F u](t), \quad t \in \mathbb{R}, \) we have

(5.5.7) \( u' \in L^2(\mathbb{R}; \mathbb{C}) \iff v \in L^2(\mathbb{R}; \mathbb{C}). \)

Since \( t \in \mathbb{R} \) diverges at infinity at the same rate as \( \rho(t) := (1 + t^2)^{1/2}, \quad t \in \mathbb{R}, \) (5.5.7) can be rewritten as

(5.5.8) \( u' \in L^2(\mathbb{R}; \mathbb{C}) \iff \rho F u \in L^2(\mathbb{R}; \mathbb{C}). \)
The use of $\rho(t)$ in place of $t$ will be understood later on. Now, due to (5.5.8) and a proposition proven in ESCOBEDO and KAVIAN(1987), if $w(x) = e^{x^2}$, $x \in \mathbb{R}$, one can deduce that

$$u \in L^2_w(\mathbb{R}), \quad u' \in L^2_w(\mathbb{R}) \quad \iff \quad \rho \mathcal{F}(u\sqrt{w}) \in L^2(\mathbb{R}; \mathbb{C}).$$

More generally, for any integer $k \geq 1$, when $u$ is differentiable $k$ times, we have

$$\frac{d^m u}{dx^m} \in L^2_w(\mathbb{R}), \quad 0 \leq m \leq k \quad \iff \quad \rho^k \mathcal{F}(u\sqrt{w}) \in L^2(\mathbb{R}; \mathbb{C}).$$

### 5.6 Sobolev spaces in $\mathbb{R}$

Let $k \geq 1$ be an integer. We introduce the weighted Sobolev space of order $k$ in $\mathbb{R}$ as follows (see ADAMS(1975), BERGH and LÖFSTRÖM(1976), TRIEBEL(1978)):

$$H^k_w(\mathbb{R}) := \left\{ C_u \mid u \text{ differentiable } k \text{ times and } \frac{d^m u}{dx^m} \in L^2_w(\mathbb{R}), \text{ for } 0 \leq m \leq k \right\}.$$

The derivative is intended in the weak sense and $\frac{d^m u}{dx^m} = u$ when $m = 0$. We also set $H^0_w(\mathbb{R}) := L^2_w(\mathbb{R})$. Recalling (5.2.3) and (5.2.4), an inner product and a norm are introduced in $H^k_w(\mathbb{R}), k \in \mathbb{N}$, namely

$$\langle u, v \rangle_{H^k_w(\mathbb{R})} := \sum_{m=0}^{k} \left( \frac{d^m u}{dx^m}, \frac{d^m v}{dx^m} \right)_{L^2_w(\mathbb{R})}, \quad \forall u, v \in H^k_w(\mathbb{R}),$$

$$\| u \|_{H^k_w(\mathbb{R})} := \left( \sum_{m=0}^{k} \left\| \frac{d^m u}{dx^m} \right\|_{L^2_w(\mathbb{R})}^2 \right)^{\frac{1}{2}}, \quad \forall u \in H^k_w(\mathbb{R}).$$

With this norm, $H^k_w(\mathbb{R}), k \in \mathbb{N}$, is a Hilbert space. The higher is the index $k$ and the smoother the functions belonging to $H^k_w(\mathbb{R})$ will be.
From now on, let us assume that $w(x) = e^{x^2}$, $x \in \mathbb{R}$, i.e. the inverse of the Hermite weight function. A first characterization is immediately obtained by virtue of relation (5.5.10)

\[(5.6.4) \quad H^k_w(\mathbb{R}) = \left\{ C_u \mid \rho^k \mathcal{F}(u \sqrt{w}) \in L^2(\mathbb{R}; \mathbb{C}) \right\},\]

where $\rho(t) = (1 + t^2)^{1/2}$, $t \in \mathbb{R}$. This new point of view suggests the introduction of other Sobolev spaces. Namely, let $s \geq 0$ be a real number, we define

\[(5.6.5) \quad H^s_w(\mathbb{R}) := \left\{ C_u \mid \rho^s \mathcal{F}(u \sqrt{w}) \in L^2(\mathbb{R}; \mathbb{C}) \right\}.\]

We note that $\rho^s$, $s \geq 0$ is a smooth function in $\mathbb{R}$. This justifies the use of $\rho(t)$ in place of $t$.

Of course, when $s$ is integer, the two definitions (5.6.1) and (5.6.5) coincide. It is clear that we have the inclusion $H^{s_1}_w(\mathbb{R}) \subset H^{s_2}_w(\mathbb{R})$, if $s_1 > s_2 \geq 0$. In this way, although we cannot speak of derivatives of order $s$ when $s$ is not an integer, we can instead decide when a function $u$ belongs to $H^s_w(\mathbb{R})$. In this case, $u$ will be more regular than a function in $H^{[s]}_w(\mathbb{R})$ and less regular than a function in $H^{[s]+1}_w(\mathbb{R})$, where $[s]$ denotes the integer part of $s$. For instance, let $u(x) = \sqrt{|x|}e^{-x^2}$, $x \in \mathbb{R}$. Then, one can easily check that $u \notin H^1_w(\mathbb{R})$. On the other hand, for any $s$ such that $0 \leq s < 1$, we have $u \in H^s_w(\mathbb{R})$. By (5.5.2), a norm in $H^s_w(\mathbb{R})$, $s \geq 0$, is defined by

\[(5.6.6) \quad |||u|||_{H^s_w(\mathbb{R})} := \|\rho^s \mathcal{F}(u \sqrt{w})\|_{L^2(\mathbb{R}; \mathbb{C})}, \quad \forall u \in H^s_w(\mathbb{R}).\]

One can prove that, when $s$ is an integer, the norms (5.6.3) and (5.6.6) are equivalent (see TRIEBEL(1978), p.177). Actually, for any $k \in \mathbb{N}$, we can find two constants $C_1, C_2 > 0$, such that

\[(5.6.7) \quad C_1 \|u\|_{H^k_w(\mathbb{R})} \leq |||u|||_{H^k_w(\mathbb{R})} \leq C_2 \|u\|_{H^k_w(\mathbb{R})}, \quad \forall u \in H^k_w(\mathbb{R}).\]

When $s$ is not integer, it is possible to show (see TRIEBEL(1978), p.189) that the norm $||| \cdot |||_{H^s_w(\mathbb{R})}$ is equivalent to:
(5.6.8) \[ \| u \|_{H^s_w(R)} := \| u \|_{H^{|s|}_w(R)} + \left( \int_{R \times R} \frac{|v(x) - v(y)|^2}{|x-y|^{1+2\sigma}} \, dx \, dy \right)^{\frac{1}{2}}, \quad \forall u \in H^s_w(R), \]

where \( v := \frac{d^{|s|}}{dx^{|s|}} (u \sqrt{w}) \) and \( \sigma := s - [s] \).

Depending on the context, we shall make use either of the representations (5.6.3) and (5.6.8) or of the expression (5.6.6). In all three cases, \( H^s_w(R) \) turns out to be a complete space.

We can easily check that any function of the form \( pe^{-x^2} \), where \( p \) is a polynomial, belongs to \( H^s_w(R) \), \( \forall s \geq 0 \). At the same time, if \( u \in C^k(R) \), \( k \in \mathbb{N} \), and \( u \) and its derivatives of order less or equal to \( k \) decay faster than \( e^{-x^2/2} \) at infinity, then we obtain \( u \in H^k_w(R) \). The converse of this statement leads to the Sobolev embedding theorem (see Triebel (1978), p. 206), which can be stated as follows. For any \( k \in \mathbb{N} \), if \( u \in H^s_w(R) \), with \( s > k + \frac{1}{2} \), then \( u \in C^k(R) \). Furthermore, a constant \( K > 0 \) exists such that

(5.6.9) \[ \| u \sqrt{w} \|_{C^k(R)} \leq K \| u \|_{H^s_w(R)}, \quad \forall u \in H^s_w(R), \ s > k + \frac{1}{2}. \]

This result is significant since it relates abstract Sobolev spaces with the classical spaces of continuous and differentiable functions. To be precise, the inclusion \( H^s_w(R) \subset C^0(R) \), for \( s > \frac{1}{2} \), means that any class \( C_u \subset H^s_w(R) \) contains a continuous representative \( u \).

We also have (see Funaro and Kavian (1988))

(5.6.10) \[ \| \rho^\mu u \sqrt{w} \|_{C^0(R)} \leq K \| u \|_{H^s_w(R)}, \quad \forall u \in H^s_w(R), \ s > \frac{1}{2} + \mu \text{ and } \mu \geq 0. \]

An interesting property is that any function in \( H^s_w(R) \), \( s \geq 0 \), can be approximated in the norm of \( H^s_w(R) \) by a sequence of functions in \( C^\infty_0(R) \).

Finally, we mention the following inequality. Let \( \sigma, \tau \geq 0 \) and \( u \in H^\sigma_w(R) \cap H^\tau_w(R) \), then we have \( u \in H^s_w(R) \), where \( s = (1 - \theta)\sigma + \theta \tau \), \( \theta \in [0,1] \), and we can find a constant \( K > 0 \) such that

(5.6.11) \[ \| u \|_{H^s_w(R)} \leq K \| u \|_{H^\sigma_w(R)}^{1-\theta} \| u \|_{H^\tau_w(R)}^\theta, \quad \forall u \in H^\sigma_w(R) \cap H^\tau_w(R). \]
5.7 Sobolev spaces in intervals

For any integer \( k \geq 1 \), the weighted Sobolev space of order \( k \) in \( I \subset \mathbb{R} \) is defined by

\[
H^k_w(I) := \left\{ f \in C^k \right| \text{\( f \) differentiable \( k \) times and} \left. \frac{d^m f}{dx^m} \in L^2_w(I) \right\}, \quad 0 \leq m \leq k.
\]

Here, \( w : I \to \mathbb{R} \) is a weight function. Moreover \( H^0_w(I) := L^2_w(I) \). For every \( k \in \mathbb{N} \), \( H^k_w(I) \) is a Hilbert space with the inner product and the norm

\[
(u,v)_{H^k_w(I)} := \sum_{m=0}^k \left( \frac{d^m u}{dx^m}, \frac{d^m v}{dx^m} \right)_{L^2_w(I)}, \quad \forall u,v \in H^k_w(I),
\]

\[
\|u\|_{H^k_w(I)} := \left( \sum_{m=0}^k \left\| \frac{d^m u}{dx^m} \right\|_{L^2_w(I)}^2 \right)^{\frac{1}{2}}, \quad \forall u \in H^k_w(I).
\]

Many fundamental properties about these spaces are given in Kufner(1980). We recall that, for a function \( u \in H^k_w(I) \), there exists a sequence of regular functions \( \{v_n\}_{n \in \mathbb{N}} \) (we can assume for example \( v_n \in C^\infty(\bar{I}) \), \( \forall n \in \mathbb{N} \)), converging to \( u \) in the norm of \( H^k_w(I) \), i.e., \( \lim_{n \to +\infty} \|v_n - u\|_{H^k_w(I)} = 0 \). In the following, using a standard functional analysis technique, many theorems will be proven with the help of this property. The statement to be proven is checked for regular functions and successively extended to Sobolev spaces with a limit procedure. For simplicity, we shall often omit the details when applying this kind of technique.

Let us examine the Jacobi weight function \( w(x) = (1-x)^\alpha(1+x)^\beta \), \( x \in I = [-1,1] \), where the parameters satisfy the conditions \(-1 < \alpha < 1 \) and \(-1 < \beta < 1 \). In this case, one verifies that \( H^1_w(I) \subset C^0(\bar{I}) \). Moreover, we can find two constants \( K_1, K_2 > 0 \), such that

\[
\|u\|_{L^2_w(I)} \leq K_1 \|u\|_{C^0(I)} \leq K_2 \|u\|_{H^1_w(I)}, \quad \forall u \in H^1_w(I).
\]

As a byproduct of Hardy’s inequality (see for instance Lions and Magenes(1972), p.49), one obtains the relation
\[ (5.7.5) \quad \left\| \frac{u}{1-x^2} \right\|_{L^2_w(I)} \leq K \left\| u' \right\|_{L^2_w(I)}, \quad \forall u \in H^1_w(I) \quad \text{with} \quad u(\pm 1) = 0. \]

Now, we introduce another space, namely
\[ (5.7.6) \quad H^1_{0,w}(I) := \left\{ u \in H^1_w(I) \mid u(\pm 1) = 0 \right\}. \]

The following norm will be adopted in \( H^1_{0,w}(I) \):
\[ (5.7.7) \quad \left\| u \right\|_{H^1_{0,w}(I)} := \left\| u' \right\|_{L^2_w(I)}, \quad \forall u \in H^1_{0,w}(I). \]

To show that this is a norm we have to check (2.1.3). Actually, by (5.7.5), the condition \( \left\| u \right\|_{H^1_{0,w}(I)} = 0 \) implies \( u \equiv 0 \). In practice, in \( H^1_{0,w}(I) \), it is sufficient to bound the derivative of \( u \) in order to control the function itself.

As in the previous section, we would like to define Sobolev spaces \( H^s_w(I) \), where \( s \geq 0 \) is a real number. There are several approaches. A first approach consists in constructing a suitable prolongation of the weight \( w \) and functions in \( L^2_w(I) \) to the whole domain \( \mathbb{R} \). Then we can provide a definition involving the transformation \( \mathcal{F} \) following the guideline of section 5.6. Another definition can be based on a formula similar to (5.6.8). However, the common practice is to define \( H^s_w(I) \) as an intermediate space between \( H^{[s]}_w(I) \) and \( H^{[s]+1}_w(I) \), via a technique called interpolation (see for instance Lions and Magenes (1972)). For the sake of simplicity, we shall not enter into the details of this procedure.

The case \( w \equiv 1 \) has been extensively investigated by many authors. For a general weight function, we cannot expect the various definitions to match. The literature on this subject does not cover all the possible cases and the theory is often quite complicated. Results have recently been published in Maday (1990) on the interpolation of Sobolev spaces with the Chebyshev weight function. Though the use of spaces obtained by interpolation seems to be a promising approach in view of the applications, with a few exceptions, one can easily end up with abstract intermediate spaces, without a satisfactory characterization of their elements.
From the point of view of functional analysis, the brief presentation set forth in these pages is far from exhaustive. In our opinion, however, it contains sufficient material for an in depth understanding of the applications that follow. We refer the readers that are more concerned with theoretical issues, to the numerous publications in this field. Very attractive to applied mathematicians are, for instance, the text of BREZIS (1983) and the introductory essay of BREZZI and GILARDI (1987), where the functional spaces are rigorously treated, but without the tiresome formalism of the more specialized books.
6
RESULTS IN APPROXIMATION THEORY

According to a theorem of Weierstrass, any continuous function in a bounded closed interval can be uniformly approximated by polynomials. From this celebrated statement, a large variety of sophisticated results have emerged. We review those that are most relevant to the analysis of spectral methods.

6.1 The problem of best approximation

We begin with a classical theorem in approximation theory.

Theorem 6.1.1 (Weierstrass) - Let \( I \) be a bounded interval and let \( f \in C^0(\bar{I}) \). Then, for any \( \epsilon > 0 \), we can find \( n \in \mathbb{N} \) and \( p_n \in P_n \) such that

\[
|f(x) - p_n(x)| < \epsilon, \quad \forall x \in \bar{I}.
\]

Hints for the proof - We just give a brief sketch of the proof in the interval \( \bar{I} = [0, 1] \). We follow the guideline of the original approach presented in Bernstein(1912b). Other techniques are discussed for instance in Timan(1963), Todd(1963) and Cheney(1966).

For sufficiently large \( n \), the approximating polynomial is required to be of the form

\[
p_n(x) := \sum_{j=0}^{n} f\left(\frac{j}{n}\right) \binom{n}{j} x^j (1-x)^{n-j}, \quad x \in [0, 1],
\]
which leads to

\[ f(x) - p_n(x) = \sum_{j=0}^{n} \left[ f(x) - f \left( \frac{j}{n} \right) \right] \binom{n}{j} x^j (1-x)^{n-j}, \quad x \in [0,1]. \]

The proof that this error tends to zero uniformly is now a technical exercise. One argues as follows. For any \( x \in [0,1] \), the sum in (6.1.2) is decomposed into two parts. In the first part, the indices \( j \) are such that \( |x - j/n| \) is suitably small. Therefore, from the uniform continuity of \( f \), the term \( |f(x) - f(j/n)| \) will also be small. To handle the remaining part of the summation, we observe that the function \( \binom{n}{j} x^j (1-x)^{n-j} \) achieves its maximum for \( x = j/n \), and far away from this value it decays quite fast. By appropriately applying the above information, one can, after some manipulation, conclude the proof.

\[ \]  

At this point, the following question arises. Among all the polynomials of degree less or equal to a fixed integer \( n \), find the one which best approximates, uniformly in \( \bar{I} \), a given continuous function \( f \). In practice, with the notations of section 2.5, for any \( n \in \mathbb{N} \), we would like to study the existence of \( \Psi_{\infty,n}(f) \in P_n \) such that

\[ \|f - \Psi_{\infty,n}(f)\|_{\infty} = \inf_{\psi \in P_n} \|f - \psi\|_{\infty}. \]

This problem admits a unique solution, though the proof is very involved. An extensive and general treatise on this subject is given for instance in TIMAN(1963). The \( n \)-degree polynomial \( \Psi_{\infty,n}(f) \) is called the polynomial of best uniform approximation of \( f \) in \( \bar{I} \).

As a consequence of theorem 6.1.1, one immediately obtains

\[ \lim_{n \to +\infty} \|f - \Psi_{\infty,n}(f)\|_{\infty} = 0. \]

One can try to characterize the polynomial of best approximation of a certain degree. Results in this direction are considered in TIMAN(1963) and RIVLIN(1969) where Chebyshev polynomials play a fundamental role. As an example, theorem 2.5.3 provides the polynomial that best approximates the zero function in \([-1,1]\), in the subset of \( P_n \) given by the polynomials of the form \( x^n + \{\text{lower degree terms}\} \).
We now collect some results on the problem of best approximation. We begin with the celebrated theorem by Jackson (see for instance Feinerman and Newman (1974)).

**Theorem 6.1.2 (Jackson)** - Let \( I = [-1, 1] \), then it is possible to find a constant \( C > 0 \) such that, for any \( f \in C^0(I) \), we have

\[
\| f - \Psi_{\infty,n}(f) \|_{\infty} \leq C \sup_{|x_1 - x_2| < 2/n} |f(x_1) - f(x_2)|, \quad \forall n \geq 1.
\]

The original proof can be found in Jackson (1911). The above proposition can be generalized as follows.

**Theorem 6.1.3 (Jackson)** - Let \( I = [-1, 1] \) and \( k \in \mathbb{N} \). One can then find a constant \( C > 0 \) such that, for any \( f \in C^k(I) \), we have

\[
\| f - \Psi_{\infty,n}(f) \|_{\infty} \leq C \left( \frac{1}{n} \right)^k \sup_{|x_1 - x_2| < 2/n} \left| \frac{d^k f}{dx^k}(x_1) - \frac{d^k f}{dx^k}(x_2) \right|, \quad \forall n \geq k.
\]

This shows that the speed of convergence to zero of the error depends on the regularity of the function \( f \). An exponential decay to zero is obtained when approximating analytic functions (see Timan (1963), p.280).

To extend Theorem 6.1.1 to the case of unbounded domains, we present two propositions (see Timan (1963), p.16).

**Theorem 6.1.4** - Let \( I = ]0, +\infty[ \) and let \( f \in C^0(I) \) satisfy \( \lim_{x \to +\infty} f(x)e^{-\delta x} = 0 \), for a given \( \delta > 0 \). Then, for any \( \epsilon > 0 \), we can find \( n \in \mathbb{N} \) and \( p_n \in P_n \) such that

\[
|f(x) - p_n(x)| e^{-\delta x} < \epsilon, \quad \forall x \in \bar{I}.
\]

**Theorem 6.1.5** - Let \( I = \mathbb{R} \) and let \( f \in C^0(\mathbb{R}) \) satisfy \( \lim_{x \to \pm\infty} f(x)e^{-\delta x^2} = 0 \), for a given \( \delta > 0 \). Then, for any \( \epsilon > 0 \), we can find \( n \in \mathbb{N} \) and \( p_n \in P_n \) such that

\[
|f(x) - p_n(x)| e^{-\delta x^2} < \epsilon, \quad \forall x \in \mathbb{R}.
\]
6.2 Estimates for the projection operator

As usual, we denote by \( \{u_n\}_{n \in \mathbb{N}} \) the sequence of orthogonal polynomials in \( \bar{I} \) (where \( \bar{I} = [-1, 1] \), \( \bar{I} = [0, +\infty[ \) or \( \bar{I} = \mathbb{R} \), with respect to the weight function \( w \) (we refer in particular to those introduced in chapter one).

Another best approximation problem can be formulated in terms of the norm \( \| \cdot \|_w \) introduced in (2.1.9). In this case, we wish to find \( \Psi_{w,n}(f) \in P_n \) such that

\[
\| f - \Psi_{w,n}(f) \|_w = \inf_{\psi \in P_n} \| f - \psi \|_w,
\]

where \( f \) is a given function in \( \bar{I} \).

For the reader acquainted with the results of chapter five, the natural space to develop the theory is \( L^2_w(I) \). Under this assumption, we can still define the Fourier coefficients of \( f \) as

\[
c_k := \frac{(f, u_k)_{L^2_w(I)}}{\|u_k\|_{L^2_w(I)}^2}, \quad k \in \mathbb{N}.
\]

We note that the integral \( \int_I f u_k w dx \) is finite in virtue of the Schwarz inequality (2.1.7). In this formulation we can also include the cases when \( I \) is not bounded, corresponding respectively to Laguerre and Hermite polynomials. Now, even if the functions in \( L^2_w(I) \) are not required to be bounded, the exponential decay of the weight \( w \) is sufficient to insure the existence of the coefficients in (6.2.2). The reader unfamiliar with these functional spaces, can draw conclusions by thinking in terms of Riemann integrals and continuous functions, and by replacing the norms \( \| \cdot \|_{L^2_w(I)} \) and \( \| \cdot \|_{C^0(I)} \), by \( \| \cdot \|_w \) and \( \| \cdot \|_{\infty} \) respectively.

The projector \( \Pi_{w,n} : L^2_w(I) \rightarrow P_n \), \( n \in \mathbb{N} \), is defined in the usual way (see section 2.4). The next proposition fully characterizes the solution of problem (6.2.1).

**Theorem 6.2.1** - For any \( f \in L^2_w(I) \) and any \( n \in \mathbb{N} \), there exists a unique polynomial \( \Psi_{w,n}(f) \in P_n \) that satisfies (6.2.1). Moreover \( \Psi_{w,n}(f) = \Pi_{w,n} f \).
Proof - A polynomial $\psi \in P_n$ can be written in the form $\psi = \sum_{k=0}^{n} d_k u_k$, for some real coefficients $d_k$, $0 \leq k \leq n$. Minimizing $\| f - \psi \|_{L^2_w(I)}$, or equivalently $\| f - \psi \|_{L^2_w(I)}^2$, requires the derivatives

$$\frac{\partial}{\partial d_j} \| f - \psi \|_{L^2_w(I)}^2 = \frac{\partial}{\partial d_j} \left( \| f \|_{L^2_w(I)}^2 - 2 \sum_{k=0}^{n} d_k (f, u_k)_{L^2_w(I)} + \sum_{k=0}^{n} d_k^2 \| u_k \|_{L^2_w(I)}^2 \right) = -2 (f, u_j)_{L^2_w(I)} + 2d_j \| u_j \|_{L^2_w(I)}^2, \quad 0 \leq j \leq n.$$ 

We deduce that the unique minimum is attained when $d_j = c_j$, $0 \leq j \leq n$, where the $c_j$’s are the Fourier coefficients of $f$ (see (6.2.2)). This ends the proof.

In short, we can write

$$\| f - \Pi_{w,n}f \|_{L^2_w(I)} = \inf_{\psi \in P_n} \| f - \psi \|_{L^2_w(I)}.$$ 

Another interesting characterization is given in the following theorem.

**Theorem 6.2.2** - For any $f \in L^2_w(I)$ and $n \in \mathbb{N}$, we have

$$\int_I (f - \Pi_{w,n}f) \phi w \, dx = 0, \quad \forall \phi \in P_n.$$ 

**Proof** - We fix $\phi \in P_n$ and define $G : \mathbb{R} \to \mathbb{R}$ by

$$G(\nu) := \| f - \Pi_{w,n}f + \nu \phi \|_{L^2_w(I)}^2.$$ 

We know from theorem 6.2.1 that $\nu = 0$ is a minimum for $G$. Therefore

$$G'(\nu) = 2 \int_I (f - \Pi_{w,n}f) \phi w \, dx + 2\nu \| \phi \|_{L^2_w(I)}^2, \quad \forall \nu \in \mathbb{R}.$$ 

Imposing that $G'(0) = 0$, we get (6.2.5).
By virtue of this theorem, the operator $\Pi_{w,n}$ takes the name of \textit{orthogonal projector}, since the error $f - \Pi_{w,n}f$ is orthogonal to the space $P_n$. Choosing in particular $\phi = \Pi_{w,n}f$ in (6.2.5), application of the Schwarz inequality leads to

\begin{equation}
\|\Pi_{w,n}f\|_{L^2_w(I)} \leq \|f\|_{L^2_w(I)}, \quad \forall n \in \mathbb{N}, \quad \forall f \in L^2_w(I).
\end{equation}

The counterpart of relation (6.1.5) is deduced from the next result.

\textbf{Theorem 6.2.3} - Let $I$ be bounded, then for any $f \in L^2_w(I)$, we have

\begin{equation}
\lim_{n \to +\infty} \|f - \Pi_{w,n}f\|_{L^2_w(I)} = 0.
\end{equation}

\textbf{Proof} - If $f \in C^0(\bar{I})$, (6.2.4) and (5.3.3) together imply that

\begin{equation}
\|f - \Pi_{w,n}f\|_{L^2_w(I)} \leq \|f - \Psi_{\infty,n}(f)\|_{L^2_w(I)} \leq \|f - \Psi_{\infty,n}(f)\|_{C^0(I)} \left(\int_I w \, dx\right)^{1/2}.
\end{equation}

The last term in (6.2.9) tends to zero in view of (6.1.5).

Now, we prove the statement for a general $f \in L^2_w(I)$. We can find a sequence of functions $\{f_m\}_{m \in \mathbb{N}}$, with $f_m \in C^0(\bar{I})$, $m \in \mathbb{N}$, converging to $f$ in the $L^2_w(I)$ norm. Therefore, using the triangle inequality, we first note that

\begin{equation}
\|f - \Pi_{w,n}f\|_{L^2_w(I)} \leq \|f - f_m\|_{L^2_w(I)} + \|f_m - \Pi_{w,n}f_m\|_{L^2_w(I)} + \|\Pi_{w,n}(f_m - f)\|_{L^2_w(I)}, \quad \forall m \in \mathbb{N}.
\end{equation}

Finally, each one of the three terms on the right-hand side of (6.2.10) tends to zero when $m$ and $n$ grow (for the last term we can recall (6.2.7)).

When $I$ is not bounded, the proof of the previous theorem does not apply anymore. Nevertheless, the expression (6.2.8) holds also in the case of Laguerre and Hermite polynomials. The proof of this fact is more delicate and we refer to \textsc{courant and hilbert}(1953), Vol.1, page 95, for the details. This means that, for all the orthogonal systems of polynomials here considered, one is allowed to write
\( f = \sum_{k=0}^{\infty} c_k u_k, \quad \forall f \in L_w^2(I) \),

where the \( c_k \)'s are the Fourier coefficients of \( f \) and the equality has to be intended almost everywhere. By orthogonality, one also obtains the Parseval identity

\[ \| f \|_{L_w^2(I)}^2 = \sum_{k=0}^{\infty} c_k^2 \| u_k \|_{L_w^2(I)}^2, \quad \forall f \in L_w^2(I). \]

From (6.2.11) and (6.2.12), one easily deduces that

\[ \| f - \Pi_{w,n} f \|_{L_w^2(I)} \leq \| f \|_{L_w^2(I)}, \quad \forall f \in L_w^2(I). \]

We remark that the convergence of the series (6.2.11) is not in general uniform in \( I \). On the other hand, discontinuous functions can be also approximated. For instance, when \( f \) is continuous with the exception of the point \( x_0 \in ]-1,1[ \), then for Legendre expansions one has

\[ \sum_{k=0}^{\infty} c_k u_k(x_0) = \frac{1}{2} \left[ \lim_{x \to x_0^-} f(x) + \lim_{x \to x_0^+} f(x) \right], \]

provided the two limits exist.

**Figure 6.2.1** - Legendre orthogonal projections for \( f(x) = |x| - 1/2 \).

**Figure 6.2.2** - Legendre orthogonal projections for \( f(x) = -1/2, \ x < 0 \), \( f(x) = 1/2, \ x \geq 0 \).
Figure 6.2.1 shows the behavior of the approximating polynomials $\Pi_{w,n}f$, when $w$ is the Legendre weight function, $n = 4, 6, 8, 10$, and $f$ is defined by $f(x) = |x| - \frac{1}{2}$. A slower rate of convergence is measured at the point $x = 0$, where $f$ presents a singularity in the derivative. In figure 6.2.2, a typical discontinuous function, i.e., $f(x) = \begin{cases} -1/2 & \text{if } x < 0 \\ 1/2 & \text{if } x \geq 0 \end{cases}$, is approximated by $\Pi_{w,n}f$, with $w \equiv 1$ and $n = 7, 9, 11, 13$. In situations like this one, the Gibbs phenomenon develops (see COURANT and HILBERT (1953), Vol.1). As a consequence, the oscillations of the approximating polynomials, in the neighborhood of the point $x = 0$, stay bounded but do not damp for increasing $n$.

Next, we evaluate the rate of convergence of the limit in (6.2.8). This depends on the regularity of the function $f$. The smoother the function, the faster is the convergence. This problem has been widely studied by many authors. The classical approach relates the speed of convergence to the so called modulus of continuity of $f$ (see TIMAN (1963)). A more recent approach expresses the smoothness of $f$ in terms of its norm in appropriate Sobolev spaces. We prefer the latter, since it is more suitable for the analysis of differential equations. Results in this direction are given for instance in BABUŠKA, SZABO and KATZ (1981) for the Legendre case. Extensions are considered in CANUTO and QUARTERONI (1980) and CANUTO and QUARTERONI (1982a). Other references are listed in CANUTO, HUSSAINI, QUARTERONI and ZANG (1988). The next theorem summarizes the results for Jacobi type approximations. Thus, $\{\lambda_j = j(j + \alpha + \beta + 1)\}_{j \in \mathbb{N}}$ denotes the sequence of eigenvalues corresponding to the Sturm-Liouville problem (1.3.1). We recall that $a$ and $w$ are related by the formula $a(x) = (1 - x^2)w(x)$, $x \in I = [-1, 1]$. According to definition (5.7.1), $f \in H^k_w(I)$ when $f$ and its derivatives of order up to $k$ belong to $L^2_w(I)$.

**Theorem 6.2.4 -** Let $k \in \mathbb{N}$, then there exists a constant $C > 0$ such that, for any $f \in H^k_w(I)$, one has

$$
\|f - \Pi_{w,n}f\|_{L^2_w(I)} \leq C \left(\frac{1}{n}\right)^k \left\|(1-x^2)^{k/2} \frac{d^k f}{dx^k}\right\|_{L^2_w(I)}, \quad \forall n > k.
$$
Proof - For $k = 0$, (6.2.15) is a trivial consequence of (6.2.13). For $k \geq 1$, let us set $v := (1 - x^2)^k w$, $x \in I$, and observe that $L_w^2(I) \subset L_v^2(I)$, since $v \leq w$. This implies that $f' \in L_v^2(I) \subset L_w^2(I)$ admits the representation

\begin{equation}
(6.2.16) \quad f' = \sum_{j=1}^{\infty} c_j u'_j, \quad \text{a.e. in } I,
\end{equation}

where the $c_j$’s are the Fourier coefficients of $f$. To show (6.2.16), we recall that $\{u'_j\}_{j \geq 1}$, up to normalizing factors, is an orthogonal basis of polynomials with respect to the weight function $a$ (see (1.3.6) and (2.2.8)). Therefore, the Fourier coefficients $d_j$, $j \geq 1$, of $f'$ with respect to this new basis, are

\begin{equation}
(6.2.17) \quad d_j := \frac{\int_I f'u'_j a \, dx}{\|u'_j\|^2_{L_w^2(I)}} = -\frac{\int_I f(u'_j a)' \, dx}{\|u'_j\|^2_{L_v^2(I)}}
\end{equation}

\[= \lambda_j \frac{\int_I f u_j w \, dx}{\|u'_j\|^2_{L_w^2(I)}} = \frac{\int_I f u_j w \, dx}{\|u_j\|^2_{L_w^2(I)}} = c_j, \quad j \geq 1.\]

Hence we get (6.2.16). In (6.2.17) we first integrated by parts (recalling that $a(\pm 1) = 0$), then we used the fact that $\{u_j\}_{j \in \mathbb{N}}$ are the solutions of a Sturm-Liouville problem, and finally we used relation (2.2.15). For a correct justification of the equalities in (6.2.17), one should first argue with $f \in C^1(\bar{I})$ and then approximate a general $f \in H^1_w(I)$ by a sequence of functions in $C^1(\bar{I})$.

In a similar way, we expand $\frac{d^k f}{dx^k} \in L_v^2(I)$ in series of the polynomial basis $\left\{\frac{d^k u_j}{dx^k}\right\}_{j \geq k}$, orthogonal with respect to the weight function $v$. The elements of this basis are solutions of a Sturm-Liouville problem with eigenvalues $\lambda_j = (j - k)(j + \alpha + \beta + 1 + k)$, $j \geq k$ (see (1.3.6)). This yields

\begin{equation}
(6.2.18) \quad \frac{d^k f}{dx^k} = \sum_{j=k}^{\infty} c_j \frac{d^k u_j}{dx^k}, \quad \text{a.e. in } I.
\end{equation}

Finally, repeated application of (2.2.15) to successive derivatives of $u_j$, $j \geq 1$, gives for $n > k$:
\[ \|f - \Pi_{w,n}f\|_{L^2_w(I)}^2 = \sum_{j=n+1}^\infty c_j^2 \|u_j\|_{L^2_w(I)}^2 \]

\[ = \sum_{j=n+1}^\infty c_j^2 \left( \prod_{i=0}^{k-1} [(j - i)(j + \alpha + \beta + 1 + i)]^{-1} \right) \left\| \frac{d^k u_j}{dx^k} \right\|_{L^2_w(I)}^2 \]

\[ \leq \left( \max_{i \geq n+1} \left\{ \prod_{i=0}^{k-1} [(j - i)(j + \alpha + \beta + 1 + i)]^{-1} \right\} \right) \sum_{j=k}^{\infty} c_j^2 \left\| \frac{d^k f}{dx^k} \right\|_{L^2_w(I)}^2 \]

\[ \leq C^2 n^{-2k} \left\| (1 - x^2)^{k/2} \frac{d^k f}{dx^k} \right\|_{L^2_w(I)}^2, \]

where \( C \) depends on \( \alpha, \beta \) and \( k \). Thus, we obtained (6.2.15).

The hypotheses of the previous theorem can be weakened by requiring only that \( f \) satisfies \( \frac{d^m f}{dx^m}(1 - x^2)^{m/2} \in L^2_w(I), \ 0 \leq m \leq k. \)

A proof based on similar arguments has been provided in BERNARDI and MADAY (1989) for ultraspherical polynomials. As pointed out in GOTTLEB and ORSZAG (1977), p.33, a strict requirement to obtain estimates like (6.2.15), is that the polynomial basis considered derives from a Sturm-Liouville problem, which is singular at the boundary points of the domain (see section 1.1).

Equations (6.2.16) and (6.2.17) lead to the following remarkable relation, \( \forall n \geq 1: \)

(6.2.20) \[ (\Pi_{w,n}f)' = \Pi_{a,n-1}f', \ \forall f \in L^2_w(I) \cap H^1_a(I). \]

Inequality (6.2.15) is a typical example of a spectral error estimate. The rate of convergence depends only on the smoothness of the function \( f \). In contrast to other approximation techniques, for instance those based on splines where the rate of convergence is controlled by the regularity of the approximating functions in the domain,
the approximating polynomials, being analytic, do not affect the convergence behavior. In comparison with other methods, smaller values of the parameter \( n \) are in general sufficient to guarantee a satisfactory approximation error.

Derivatives of the error \( f - \Pi_{w,n}f \) can be also estimated, which result in a similar convergence behavior. Nevertheless, the rate of convergence is slower than that exhibited by other projection operators which are introduced later on. The reader interested in this field is referred to Canuto and Quarteroni (1982a), where other error estimates concerning Chebyshev and Legendre weights are taken into account. With techniques related to interpolation spaces (see section 5.7), formula (6.2.15) can be suitably generalized to Sobolev spaces with real exponent. For other best approximation polynomials in more general functional spaces (for instance \( L^p_w(I) \) spaces, \( p > 1 \)) the reader is addressed to Ditzian and Totik (1987) and the references therein. Chebyshev expansions for functions with singularities at the endpoints of the interval \([-1,1]\) are studied in Boyd (1981).

The same kind of result can be established for other systems of orthogonal polynomials. Laguerre polynomials require a little care. Here \( \lambda_j = j, \ j \in \mathbb{N} \), and \( a(x) = xw(x) = x^{\alpha+1}e^{-x} \), \( \alpha > -1, \ x \in I = [0, +\infty[ \). The inequality \( a(x) \leq w(x) \) only holds for \( x \in ]0, 1[ \subset I \), which implies that \( L^2_w(I) \not\subset L^2_a(I) \). Nevertheless, the proof of theorem 6.2.4 is still applicable and gives the next result.

**Theorem 6.2.5** - Let \( k \in \mathbb{N} \). Then there exists a constant \( C > 0 \) such that, for any \( f \) satisfying \( \frac{d^m f}{dx^m} x_m/2 \in L^2_w(I), \ 0 \leq m \leq k, \) one has

\[
\| f - \Pi_{w,n}f \|_{L^2_w(I)} \leq C \left( \frac{1}{\sqrt{n}} \right)^k \left\| \frac{d^k f}{dx^k} \right\|_{L^2_a(I)}, \quad \forall n > k.
\]

Further estimates are given in Maday, Pernaud-Thomas and Vandeven (1985) for the case \( \alpha = 0 \). In that paper, \( f \) is assumed to belong to the weighted space \( H^k_\omega(I) \), with \( \omega := e^{-(1-\epsilon)x}, \ \epsilon > 0 \) arbitrarily small. In this situation, we obtain the inclusion \( H^1_\omega(I) \subset L^2_w(I) \cap H^1_a(I) \).
A proof identical to that of theorem 6.2.4 holds for Hermite polynomials, where $\lambda_j = 2j$, $j \in \mathbb{N}$, and $a(x) = w(x) = e^{-x^2}$, $x \in \mathbb{R}$.

**Theorem 6.2.6** - Let $k \in \mathbb{N}$. Then there exists a constant $C > 0$ such that, for any $f \in H^k_w(\mathbb{R})$, one has

$$
\| f - \Pi_{w,n}f \|_{L^2_w(\mathbb{R})} \leq C \left( \frac{1}{\sqrt{n}} \right)^k \| d^k f \|_{L^2_w(\mathbb{R})}, \quad \forall n > k.
$$

In particular, (6.2.20) takes the form

$$
(\Pi_{w,n}f)' = \Pi_{w,n-1}f'', \quad \forall f \in H^1_w(\mathbb{R}), \forall n \geq 1.
$$

From the examples illustrated here, it is clear that the speed of convergence to zero of the error is strictly related to the eigenvalues $\lambda_j$, $j \in \mathbb{N}$ (i.e., the spectrum of the Sturm-Liouville problem (1.1.1)). Somehow, this justifies the adoption of the adjective *spectral*, commonly used in the frame of these approximation methods.

### 6.3 Inverse inequalities

*Inverse inequalities* are an effective tool for the analysis of convergence in approximation theory. They are based on the fact that, in finite dimensional spaces, two given norms are always equivalent. Thus, we are allowed to give a bound to *strong* norms by using *weaker* norms. The drawback is that the constants in the equivalence relation, depend on the dimension of the space considered, so that it is not possible to extrapolate the same inequalities at the limit. Classical examples in finite element method are given for instance in Ciarlet (1978), p.140.

Let us start with the Jacobi case (i.e., $a(x) = (1 - x^2)w(x)$, $x \in I = [-1, 1]$).
Lemma 6.3.1 - We can find a constant \( C > 0 \) such that, for any \( n \geq 1 \)

\[
\|p\|_{L_w^2(I)} \leq C n \|p\|_{L_a^2(I)}, \quad \forall p \in P_n.
\]

Proof - Let \( m = n + 2 \). Since \((1 - x^2)p^2 \in P_{2m-2}\), formula (3.4.1) and theorem 3.4.1 lead to

\[
\int_I p^2 w \, dx = \sum_{j=1}^{m} p^2(\xi_j^{(m)}) w_j^{(m)}, \quad \forall p \in P_n,
\]

\[
\int_I p^2 a \, dx = \sum_{j=1}^{m} p^2(\xi_j^{(m)})(1 - [\xi_j^{(m)}]^2) w_j^{(m)}, \quad \forall p \in P_n,
\]

where \( \xi_j^{(m)} \), \( 1 \leq j \leq m \), are the zeroes of \( P_m^{(\alpha,\beta)} \).

Now, we can easily conclude the proof by noting that there exists a constant \( C^* > 0 \), depending only on \( \alpha \) and \( \beta \), such that, for any \( n \geq 1 \)

\[
1 - [\xi_j^{(m)}]^2 \geq \frac{C^*}{m^2} \geq \frac{C^*}{9n^2}, \quad 1 \leq j \leq m.
\]

In fact, from (1.3.2) and (3.1.17), the straight-line tangent to \( P_m^{(\alpha,\beta)} \) at the point \( x = 1 \) vanishes at \( \hat{x} := 1 - \frac{2(\alpha+1)}{m(m+\alpha+\beta+1)} \). It is easy to see that \( P_m^{(\alpha,\beta)} \) is convex in the interval \([\xi_m^{(m)}, 1]\), hence \( \hat{x} \) is an upper bound for the zeroes of \( P_m^{(\alpha,\beta)} \). A similar argument is valid near the point \( x = -1 \) which proves (6.3.4).

Relation (6.3.1) is an example of inverse inequality. Actually, the norm in \( L_w^2(I) \) is in general bigger than the norm in \( L_a^2(I) \), because \( w \geq a \), but the inequality in the opposite direction holds in the finite dimensional space \( P_n \), for any fixed \( n \in \mathbb{N} \).

More interesting cases are obtained for inverse inequalities that involve derivatives of polynomials. Examples have been given in section 2.5. Using Sobolev norms, we can establish similar results.

Theorem 6.3.2 - We can find a constant \( C > 0 \) such that, for any \( n \geq 1 \)

\[
\|p'\|_{L_w^2(I)} \leq C n \|p\|_{L_a^2(I)}, \quad \forall p \in P_n,
\]
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\[ (6.3.6) \quad \| p' \|_{L^2_w(I)} \leq C n^2 \| p \|_{L^2_w(I)}, \quad \forall p \in \mathcal{P}_n. \]

**Proof** - We set \( p = \sum_{k=0}^n c_k u_k \), where \( \{ u_k \}_{k \in \mathbb{N}} \) is the sequence of Jacobi polynomials relative to the weight function \( w \). From relations (2.2.15) and (2.2.8), we get

\[ (6.3.7) \quad \| p' \|_{L^2_w(I)}^2 = \sum_{k=1}^n c_k^2 \| u_k' \|_{L^2_w(I)}^2 \]

\[ = \sum_{k=1}^n c_k^2 \lambda_k \| u_k \|_{L^2_w(I)}^2 \leq \lambda_n \sum_{k=0}^n c_k^2 \| u_k \|_{L^2_w(I)}^2 \leq C^2 n^2 \| p \|_{L^2_w(I)}^2, \]

where we observed that the eigenvalue \( \lambda_n \) behaves like \( n^2 \). To obtain (6.3.6), we first apply lemma 6.3.1 to the polynomial \( p' \) and then use (6.3.5).

\[ \square \]

As a byproduct of the previous theorem, it is not difficult to get, for any \( n \geq 1 \)

\[ (6.3.8) \quad \| p \|_{H^m_w(I)} \leq C n^{2(m-k)} \| p \|_{H^k_w(I)}, \quad \forall p \in \mathcal{P}_n, \quad \forall m, k \in \mathbb{N}, \quad m \geq k. \]

When \( w \) is the Legendre weight function, relation (6.3.8) is the Schmidt inequality (see Bellman(1944)). Using different arguments, (6.3.8) was established in Canuto and Quarteroni (1982a) for Chebyshev weights.

We study now the Laguerre case \( a(x) = x w(x) = x^{\alpha+1} e^{-x}, \quad \alpha > -1, \quad x \in I = [0, +\infty] \).

**Lemma 6.3.3** - We can find two constants \( C_1, C_2 > 0 \) such that, for any \( n \geq 1 \)

\[ (6.3.9) \quad \frac{C_1}{\sqrt{n}} \| p \|_{L^2_w(I)} \leq \| p \|_{L^2_w(I)} \leq C_2 \sqrt{n} \| p \|_{L^2_w(I)}, \quad \forall p \in \mathcal{P}_n. \]

**Proof** - As done in the proof of lemma 6.3.1, let \( \xi_j^{(m)}, \quad 1 \leq j \leq m \), be the zeroes of \( L_m^{(\alpha)} \), \( m = n + 1 \). Then one has the inequality \( C_1^{*} \frac{1}{n} \leq \xi_j^{(m)} \leq C_2^{*} n, \quad 1 \leq j \leq m \) (see section 3.1), where \( C_1^{*}, C_2^{*} > 0 \) do not depend on \( n \). Now we can easily deduce (6.3.9).

\[ \square \]
Using the same proof of theorem 6.3.2, we also deduce the following proposition.

**Theorem 6.3.4** - We can find a constant \( C > 0 \) such that, for any \( n \geq 1 \)

\[
\| p' \|_{L^2(I)} \leq C \sqrt{n} \| p \|_{L^2_w(I)}, \quad \forall p \in P_n,
\]

\[
\| p' \|_{L^2_w(I)} \leq Cn \| p \|_{L^2_w(I)}, \quad \forall p \in P_n.
\]

Finally, we are left with the Hermite case (i.e., \( a(x) = w(x) = e^{-x^2}, \ x \in \mathbb{R} \)). Since we have the identity \( a \equiv w \), lemma 6.3.1 is not useful. We also have the counterpart of theorem 6.3.2, which states:

**Theorem 6.3.5** - We can find a constant \( C > 0 \) such that, for any \( n \geq 1 \)

\[
\| p' \|_{L^2_w(\mathbb{R})} \leq C \sqrt{n} \| p \|_{L^2_w(\mathbb{R})}, \quad \forall p \in P_n.
\]

**Proof** - We argue exactly as in (6.3.7).

The problem of giving a bound to the norm in \( C^0(\overline{I}) \), by means of the norm in \( L^2_w(I) \), has arisen in section 3.9, where other inverse inequalities are presented.

### 6.4 Other projection operators

We focus our attention on theorem 6.2.2. As we can see from the next proposition, the expression (6.2.5) can actually be used to define the polynomial \( \Pi_{w,n} f \).
Theorem 6.4.1 - For a given \( f \in L^2_w(I) \), let \( \psi \in P_n \) such that

\[
(f - \psi, \phi)_{L^2_w(I)} = 0, \quad \forall \phi \in P_n.
\]

Then we have \( \psi = \Pi_{w,n} f \).

**Proof** - We can write \( \psi = \sum_{k=0}^n d_k u_k \) for some coefficients \( d_k \), \( 0 \leq k \leq n \). For any \( 0 \leq j \leq n \), choosing \( \phi = u_j \) as test function, (6.4.1) yields

\[
(f, u_j)_{L^2_w(I)} = \sum_{k=0}^n d_k (u_k, u_j)_{L^2_w(I)} = d_j \|u_j\|_{L^2_w(I)}^2, \quad 0 \leq j \leq n.
\]

Thus, by (6.2.2), the \( d_k \)'s are the first \( n+1 \) Fourier coefficients of \( f \). Hence \( \psi = \Pi_{w,n} f \).

This result is the starting point for the definition of new projection operators. For any \( m \in \mathbb{N} \) and \( n \geq m \), we introduce the operator \( \Pi_{w,n}^m : H^m_w(I) \to P_n \), such that

\[
(f - \Pi_{w,n}^m f, \phi)_{H^m_w(I)} = 0, \quad \forall \phi \in P_n.
\]

The inner product in \( H^m_w(I) \) has been defined in (5.6.2) and (5.7.2). Of course we have \( \Pi_{w,n}^0 = \Pi_{w,n} \). One easily verifies that the polynomial \( \Pi_{w,n}^m f \in P_n \) is uniquely determined and represents the orthogonal projection of \( f \) in the \( H^m_w(I) \) norm. One checks that this projection satisfies a minimization problem like (6.2.4), namely

\[
\|f - \Pi_{w,n}^m f\|_{H^m_w(I)} = \inf_{\psi \in P_n} \|f - \psi\|_{H^m_w(I)}.
\]

Moreover, we have for \( n \geq m \)

\[
\|\Pi_{w,n}^m f\|_{H^m_w(I)} \leq \|f\|_{H^m_w(I)}, \quad \forall f \in H^m_w(I).
\]

As before, the expression in (6.4.4) tends to zero when \( n \to +\infty \), with a rate depending on the degree of smoothness of \( f \). For simplicity, we restrict the analysis to the case \( m = 1 \) and we just consider the Jacobi weight \( w(x) = (1-x)^\alpha (1+x)^\beta \), \( x \in I = ]-1,1[ \).
Theorem 6.4.2 - Let $-1 < \alpha < 1$, $-1 < \beta < 1$ and $k \geq 1$, then we can find a constant $C > 0$ such that, for any $f \in H^k_w(I)$, one has

$$
\|f - \Pi_{w,n}^1 f\|_{H^1_w(I)} \leq C \left(\frac{1}{n}\right)^{k-1} \left\| (1 - x^2)^{(k-1)/2} \frac{d^k f}{dx^k}\right\|_{L^2_w(I)}, \quad \forall n > k.
$$

Proof - We first consider $f \in C^\infty(\bar{I})$. Let $x_0 \in I$ and set

$$
q_n(x) := \left[ f(x_0) + \int_{x_0}^x (\Pi_{w,n-1}f')(t) \, dt \right] \in P_n, \quad n \geq 1.
$$

From (6.4.4) we can write

$$
\|f - \Pi_{w,n}^1 f\|_{H^1_w(I)} \leq \|f - q_n\|_{H^1_w(I)}
= \left(\|f - q_n\|_{L^2_w(I)}^2 + \|f' - \Pi_{w,n-1}f'\|_{L^2_w(I)}^2\right)^{\frac{1}{2}}.
$$

On the other hand, we have by the Schwarz inequality

$$
\|f - q_n\|_{L^2_w(I)}^2 = \int_I \left( f(x) - f(x_0) - \int_{x_0}^x (\Pi_{w,n-1}f')(t) \, dt \right)^2 w(x) \, dx
= \int_I \left( \int_{x_0}^x (f' - \Pi_{w,n-1}f')(t) \sqrt{w(t)} \frac{dt}{\sqrt{w(t)}} \right)^2 w(x) \, dx
\leq \int_I \left( \int_{x_0}^x (f' - \Pi_{w,n-1}f')^2(t) \, w(t) \, dt \right) \left( \int_{x_0}^x w^{-1}(t) \, dt \right) w(x) \, dx
\leq \|f' - \Pi_{w,n-1}f'\|_{L^2_w(I)}^2 \int_I \left( \int_{x_0}^x w^{-1}(t) \, dt \right) w(x) \, dx.
$$

We note that the last integral in (6.4.9) is finite when $-1 < \alpha < 1$ and $-1 < \beta < 1$. At this point we can conclude after substituting (6.4.9) in (6.4.8) and recalling theorem 6.2.4.
The proof is completed by approximating $f \in H^k_w(I)$ with a sequence of functions in $C^\infty(\bar{I})$ (see section 5.7).

The proof of the above statement was formerly given in Maday and Quarteroni (1981) for Legendre and Chebyshev weights. The extension to other ultraspherical weights is provided in Bernardi and Maday (1989). In those papers, one also finds estimates of the same error in other norms. For instance, when $-1 < \alpha = \beta < 1$ and $k \geq 1$, there exists a constant $C > 0$ such that, for any $f \in H^k_w(I)$

$$\|f - \Pi_{1,w,n}^1 f\|_{L^2_w(I)} \leq C \left( \frac{1}{n} \right)^k \|f\|_{H^k_w(I)}, \quad \forall n > k.$$  

Suitable projections can be also defined in $H^1_{0,w}(I) \subset H^1_w(I)$ (see definition (5.7.6)). First of all we introduce the space

$$P^0_n := \left\{ p \in P_n \mid p(\pm 1) = 0 \right\}, \quad n \geq 2.$$  

Assuming that $-1 < \alpha < 1$ and $-1 < \beta < 1$, we examine two projection operators. For any $n \geq 2$, we consider $\Pi_{1,0,w,n}^1 : H^1_{0,w}(I) \to P^0_n$ and $\Pi_{1,0,w,n}^{\hat{1}} : H^1_{0,w}(I) \to P^0_n$ such that, for $f \in H^1_{0,w}(I)$, we have

$$\int_I (f - \Pi_{1,0,w,n}^1 f)' \phi' w \ dx = 0, \quad \forall \phi \in P^0_n,$$

$$\int_I (f - \Pi_{1,0,w,n}^{\hat{1}} f)'(\phi w)' \ dx = 0, \quad \forall \phi \in P^0_n.$$  

Existence and uniqueness for $\Pi_{1,0,w,n}^1 f$ are obtained by recalling definition (5.7.7) and arguing as in theorem 6.2.1. Furthermore, it is easy to verify

$$\|f - \Pi_{1,0,w,n}^1 f\|_{H^1_{0,w}(I)} = \inf_{\psi \in P^0_n} \|f - \psi\|_{H^1_{0,w}(I)}.$$  

Error estimates for $\Pi_{1,0,w,n}^1$ can be inferred from estimates of other operators, as illustrated by the following proposition.
Theorem 6.4.3 - There exists a constant $C > 0$ such that, for any $f \in H_{0,w}^1(I)$, we have

$$\|f - \Pi_{0,w,n}^1 f\|_{H_{0,w}^1(I)} \leq C \|f - \Pi_{w,n}^1 f\|_{H_w^1(I)}, \quad \forall n \geq 2.$$  

Proof - We define

$$\psi(x) := (\Pi_{w,n}^1 f)(x) + \frac{1}{2} \left[(1 + x)(f - \Pi_{w,n}^1 f)(1) + (1 - x)(f - \Pi_{w,n}^1 f)(-1)\right], \quad x \in I.$$  

Recalling that $f(\pm 1) = 0$, we have $\psi \in P_n^0$. Hence, substituting in (6.4.14), we get

$$\|f - \Pi_{0,w,n}^1 f\|_{H_{0,w}^1(I)} \leq \|f - \Pi_{w,n}^1 f\|_{H_w^1(I)}$$

$$+ \frac{1}{2} \left\| \frac{d}{dx} \left[(1 + x)(f - \Pi_{w,n}^1 f)(1) + (1 - x)(f - \Pi_{w,n}^1 f)(-1)\right]\right\|_{L_w^2(I)}$$

$$\leq \|f - \Pi_{w,n}^1 f\|_{H_w^1(I)} + C^* \|f - \Pi_{w,n}^1 f\|_{C^0(\bar{I})},$$

where $C^* > 0$ is a constant. Now, recalling (5.7.4), we immediately conclude the proof. 

The analysis of the operator $\hat{\Pi}_{0,w,n}^1$ is more involved and will be considered in section 9.4. Of course, when $w \equiv 1$ is the Legendre weight function, the relations (6.4.12) and (6.4.13) are identical.

6.5 Convergence of the Gaussian formulas

High order integration formulas were introduced in sections 3.4, 3.5 and 3.6. Here we consider their asymptotic properties for increasing number of nodes. In the case of Jacobi weights, we begin with the corollary of a convergence result due to Stekloff and Fejér (see Szegö (1939), p.342).
Theorem 6.5.1 - Let $f$ be such that $fw$ is Riemann integrable in $I = [-1, 1]$. Then we have

\[ (6.5.1) \lim_{n \to +\infty} \sum_{j=1}^{n} f(\xi_j^{(n)}) w_j^{(n)} = \lim_{n \to +\infty} \int_I I_{w,n} f w \, dx = \int_I f w \, dx. \]

Proof - We show a simplified proof for $f \in C^0(\bar{I})$. The general case is studied in Stekloff (1916). We use the polynomial of best uniform approximation of $f$ (see section 6.1). For any $n \geq 1$, taking into account that $[\Psi_{\infty,n-1}(f) - I_{w,n} f] \in P_{n-1}$, we have

\[ (6.5.2) \left| \int_I (f - I_{w,n} f) w \, dx \right| \leq \left| \int_I (f - \Psi_{\infty,n-1}(f)) w \, dx \right| + \left| \sum_{j=1}^{n} (\Psi_{\infty,n-1}(f) - I_{w,n} f)(\xi_j^{(n)}) w_j^{(n)} \right| \]

\[ \leq \|f - \Psi_{\infty,n-1}(f)\|_{C^0(\bar{I})} \left( \int_I w \, dx + \sum_{j=1}^{n} w_j^{(n)} \right) = 2 \|f - \Psi_{\infty,n-1}(f)\|_{C^0(\bar{I})} \int_I w \, dx, \]

where we made use of $I_{w,n} f(\xi_j^{(n)}) = f(\xi_j^{(n)})$, $1 \leq j \leq n$. Now, because of (6.1.5), the last term in (6.5.2) tends to zero. Moreover, when $f$ is smooth, we can establish the rate of convergence using (6.1.7).

For Laguerre and Hermite quadrature formulas we can state similar propositions (see Uspengsky (1928) and Davis and Rabinowitz (1984)).

Theorem 6.5.2 - Let $f$ be such that $fw$ is Riemann integrable in $I = [0, +\infty[$, where $w$ is the Laguerre weight function. Assume the existence of $x_0 \in I$ and $\epsilon > 0$ such that $|f(x)w(x)| \leq x^{-1-\epsilon}$, $\forall x > x_0$. Under these assumptions (6.5.1) holds.

Theorem 6.5.3 - Let $f$ be such that $fw$ is Riemann integrable in $I = \mathbb{R}$, where $w$ is the Hermite weight function. Assume the existence of $x_0 \in I$ and $\epsilon > 0$ such that $|f(x)w(x)| \leq x^{-1-\epsilon}$, $\forall |x| > x_0$. Under these assumptions (6.5.1) holds.
The rate of convergence in (6.5.1) is measured by the degree of smoothness of the function $f$. If $f$ fulfills certain regularity requirements, we can analytically express the error between the integral and the quadrature. The proof of the following theorem does not present difficulties and is given for instance in TODD(1963).

**Theorem 6.5.4** - Let $n \geq 1$ and $f \in C^{2n}(\bar{I})$. Let us define

(6.5.3) \[ E_n(f) := \int_I f w \, dx - \sum_{j=1}^{n} f(\xi_j^{(n)}) \, w_j^{(n)}. \]

Then we can find $\xi \in I$ such that

(6.5.4) \( (Jacobi) \) \[ E_n(f) = \left[ \frac{2^{n+\alpha+\beta+1} \, n! \, \Gamma(n+\alpha+1) \, \Gamma(n+\beta+1)}{(2n)! \, \Gamma(2n+\alpha+\beta+1)} \right] \frac{d^{2n}f}{dx^{2n}}(\xi), \quad \alpha > -1, \beta > -1, \]

(6.5.5) \( (Legendre) \) \[ E_n(f) = \frac{2^{2n+1} [n!]^4}{(2n+1) [(2n)!]^3} \frac{d^{2n}f}{dx^{2n}}(\xi), \]

(6.5.6) \( (Chebyshev) \) \[ E_n(f) = \frac{\pi}{2^{2n-1}(2n)!} \frac{d^{2n}f}{dx^{2n}}(\xi), \]

(6.5.7) \( (Laguerre) \) \[ E_n(f) = \frac{n! \, \Gamma(n+\alpha+1)}{(2n)!} \frac{d^{2n}f}{dx^{2n}}(\xi), \quad \alpha > -1, \]

(6.5.8) \( (Hermite) \) \[ E_n(f) = \frac{n! \, \sqrt{\pi}}{2^n \, (2n)!} \frac{d^{2n}f}{dx^{2n}}(\xi). \]

Concerning Gauss-Lobatto formulas, we can recover a convergence result for $f \in C^0(\bar{I})$, $I = -1, 1$, with the same proof given for theorem 6.5.1. A more general theorem, based on weaker assumptions on $f$, also holds in the Jacobi case:

**Theorem 6.5.5** - Let $f : \bar{I} \to \mathbb{R}$, such that $fw$ is Riemann integrable. Then we have

(6.5.9) \[ \lim_{n \to +\infty} \sum_{j=0}^{n} f(\eta_j^{(n)}) \, \tilde{w}_j^{(n)} = \lim_{n \to +\infty} \int_{\bar{I}} \tilde{I}_{w,n} f \, w \, dx = \int_{\bar{I}} f w \, dx. \]
Proof - We first recall the equality

\[ \tilde{I}_{w,n} f = [I_{a,n-1}(fq^{-1})] q + f(-1) \tilde{l}_0^{(n)} + f(1) \tilde{l}_n^{(n)}, \quad n \geq 1, \]

where \( q(x) := (1 - x^2), \) \( x \in I, \) \( a = qw, \) and the Lagrange polynomials are defined in (3.2.8). To check (6.5.10) it is sufficient to note that the relation holds at the points \( \eta_j^{(n)}, 0 \leq j \leq n. \) Actually, due to (1.3.6), we have \( P_{n-1}^{(\alpha+1, \beta+1)}(\eta_j^{(n)}) = 0, \) \( 1 \leq j \leq n-1. \) Hence, the \( \eta_j^{(n)} \)'s are the nodes of a Gauss formula where \( \alpha \) and \( \beta \) are respectively replaced by \( \alpha + 1 \) and \( \beta + 1. \) Therefore \( (\tilde{I}_{w,n}g)(\eta_j^{(n)}) = (I_{a,n-1}g)(\eta_j^{(n)}) = g(\eta_j^{(n)}), \) \( 1 \leq j \leq n - 1, \) for any function \( g. \) The verification of (6.5.10) at the points \( x = \pm 1 \) is trivial. Multiplying both sides of (6.5.10) by \( w \) and integrating in \( I, \) one gets

\[ \lim_{n \to +\infty} \int_I [I_{a,n-1}(fq^{-1})] qw \, dx = \int_I fq^{-1} a \, dx = \int_I fw \, dx, \]

\[ \lim_{n \to +\infty} \int_I \tilde{l}_j^{(n)} w \, dx = \lim_{n \to +\infty} \tilde{w}_j^{(n)} = 0, \quad j = 0 \text{ or } j = n. \]

The first limit is a consequence of theorem 6.5.1, and (6.5.12) is obtained by studying the behavior for \( n \to +\infty \) of the weights in (3.5.2).

A statement like that of theorem 6.5.4 also exists for Gauss-Lobatto and Gauss-Radau formulas. We mention DAVIS and RABINOWITZ(1984) for the treatment of the Legendre case and GHIZZETTI and OSSICINI(1970) for a more general discussion. Estimates in the Legendre case are also analyzed in DITZIAN and TOTIK(1987), p.87.

In the case of Laguerre Gauss-Radau formulas (see (3.6.1)), we obtain a proposition like theorem 6.5.2. This time the proof is based on the following relation:

\[ \tilde{I}_{w,n} f = [I_{a,n-1}(fq^{-1})] q + f(0) \tilde{l}_0^{(n)}, \quad n \geq 1, \]

where \( q(x) = x, \) \( x \in ]0, +\infty[, \) \( a = qw, \) and \( \tilde{l}_0^{(n)} \) is given in (3.2.11).
6.6 Estimates for the interpolation operator

The interpolation operators $I_{w,n}$ and $\tilde{I}_{w,n}$ have been introduced in section 3.3. In this section, we are concerned with estimating the rate of convergence to zero of the error between a function and its interpolant. We first study the case of ultraspherical polynomials ($\nu := \alpha = \beta$).

Theorem 6.6.1 - Let $k \geq 1$ and $-1 < \nu \leq 0$. Then we can find a constant $C > 0$ such that, for any $f \in H^k_w(I)$, we have

$$\|f - I_{w,n}f\|_{L^2_w(I)} \leq C \left( \frac{1}{n} \right)^{k-1/2} \left\| (1 - x^2)^{-\nu/2} \frac{d^k f}{dx^k} \right\|_{L^2_w(I)}, \quad \forall n \geq k.$$  

The same relation holds for the error $f - \tilde{I}_{w,n}f$.

Proof - We follow the proof of theorem 6.5.1. One has

$$\|f - I_{w,n}f\|_{L^2_w(I)} \leq \|f - \Psi_{\infty,n-1}(f)\|_{L^2_w(I)}$$

$$+ \left( \sum_{j=1}^{n} (\Psi_{\infty,n-1}(f) - I_{w,n}f)^2 (\xi_j^{(n)} w_j^{(n)}) \right)^{1/2} \leq 2 \|f - \Psi_{\infty,n-1}(f)\|_{C^0(I)} \left( \int_I w \, dx \right)^{1/2}.$$  

Thus, recalling (6.1.7), we can find a constant $C^* > 0$ such that

$$\|f - I_{w,n}f\|_{L^2_w(I)} \leq C^* \left( \frac{1}{n} \right)^{k-1} \sup_{|x_1 - x_2| < 2/n} \left| \frac{d^{k-1}f}{dx^{k-1}}(x_1) - \frac{d^{k-1}f}{dx^{k-1}}(x_2) \right|$$

$$= C^* \left( \frac{1}{n} \right)^{k-1} \sup_{|x_1 - x_2| < 2/n} \left| \int_{x_1}^{x_2} \frac{d^k f}{dx^k} \, dx \right|$$

$$\leq C^* \left( \frac{1}{n} \right)^{k-1} \left( \int_I \left[ \frac{d^k f}{dx^k} \right]^2 \, dx \right)^{1/2} \sup_{|x_1 - x_2| < 2/n} \left( \int_{x_1}^{x_2} \frac{d^k f}{dx^k} \, dx \right)^{1/2}$$

$$= \sqrt{2} \ C^* \left( \frac{1}{n} \right)^{k-1/2} \left( \int_I (1 - x^2)^{-\nu/2} \left[ \frac{d^k f}{dx^k} \right]^2 w \, dx \right)^{1/2}.$$
where we used the Schwarz inequality. This proves the statement. Concerning the error $f - \tilde{I}_{w,n} f$, we apply the same arguments. This time, the quadrature formula is not exact for polynomials in $\mathbf{P}_{2n}$. However, we obtain an inequality like (6.6.2), thanks to theorem 3.8.2.

For the Chebyshev case ($\nu = -1/2$), a sharper estimate of the error is readily available

(6.6.4) \[ \| f - I_{w,n} f \|_{L^2_w(I)} \leq C \left( \frac{1}{n} \right)^k \| f \|_{H^k_w(I)}, \]

where $k \geq 1$ and $w(x) = 1/\sqrt{1 - x^2}$, $x \in I$. The proof of this inequality relies on the possibility of using results in approximation theory for trigonometric polynomials (see Jackson (1930) or Zygmund (1988)), related to Chebyshev polynomials via (1.5.6). The same procedure applies for the interpolation operator corresponding to Chebyshev Gauss-Lobatto nodes.

To obtain convergence results for $I_{w,n}$ when $\nu > 0$, we recall the expression

(6.6.5) \[ I_{w,n} f = [\tilde{I}_{v,n+1}(fq)] q^{-1}, \quad \forall n \in \mathbf{N}, \]

where $q(x) := (1 - x^2)$, $x \in I$, and $v := q^{-1}w$. Actually, both the terms in (6.6.5) are polynomials in $\mathbf{P}_{n-1}$, coinciding at the nodes $\xi_j^{(n)}$, $1 \leq j \leq n$, as a consequence of relation (1.3.6). Therefore, one gets

(6.6.6) \[ \| f - I_{w,n} f \|_{L^2_w(I)} = \| (fq) - \tilde{I}_{v,n+1}(fq) \|_{L^2_v(I)}. \]

Thus, an estimate for $0 < \nu \leq 1$, can be derived from theorem 6.6.1, by noting that $v$ is an ultraspHERICAL weight function, whose exponent is negative. Convergence results for $\tilde{I}_{w,n}$ in the case $-1 < \nu < 1$ are presented in Bernardi and Maday (1989). Proofs are based on techniques borrowed from the theory of interpolation of Sobolev spaces (see section 5.7).
We observe that the inequality (6.6.2) is satisfied for all the Jacobi weights. Therefore, by (6.1.7), the rate of convergence can be estimated in the general case. For instance, for any \( f \in C^k(\bar{I}) \), \( k \geq 1 \), the following inequality holds:

\[
\|f - I_{w,n}f\|_{L^2_w(I)} \leq C \left( \frac{1}{n} \right)^k \left\| \frac{d^k f}{dx^k} \right\|_{C^0(\bar{I})}, \quad \forall n \geq k,
\]

where \( w(x) = (1 - x)\alpha (1 + x)\beta \), \( \alpha > -1 \), \( \beta > -1 \), \( x \in I \). The same statement applies for the error \( f - \tilde{I}_{w,n}f \). We expect that (6.6.7) can be further refined by weakening the assumptions on \( f \) and, with the same rate of convergence, replacing the norm on the right-hand side of (6.6.7) with a weaker one (see also section 6.8).

By means of inverse inequalities, we also give a bound to the derivative of the error as follows:

\[
\| (f - I_{w,n}f)' \|_{L^2_w(I)} \leq \| (f - \Pi^1_{w,n}f)' \|_{L^2_w(I)} + \| (\Pi^1_{w,n}f - I_{w,n}f)' \|_{L^2_w(I)} \leq \| f - \Pi^1_{w,n}f \|_{H^1_w(I)} + Cn^2 \| \Pi^1_{w,n}f - I_{w,n}f \|_{L^2_w(I)},
\]

where \( \Pi^1_{w,n} \) is defined in (6.4.3) and where we used the inequality (6.3.6) for the polynomial \( p := \Pi^1_{w,n}f - I_{w,n}f \in P_n \). Assuming a sufficient regularity for \( f \), the last terms in (6.6.8) tend to zero for \( n \to +\infty \).

It is clear now that the aliasing errors \( A_{w,n}f \) and \( \tilde{A}_{w,n}f \), introduced in section 4.2, decay to zero for \( n \to +\infty \), with a rate depending on the smoothness of \( f \). From (6.2.4) we know that

\[
\| f - \Pi^1_{w,n-1}f \|_{L^2_w(I)} \leq \| f - I_{w,n}f \|_{L^2_w(I)}, \quad \forall f \in C^0(\bar{I}), \quad \forall n \geq 1.
\]

We can be more precise about this estimate.

**Theorem 6.6.2** - For any \( n \geq 1 \) and any \( f \in C^0(\bar{I}) \), we have

\[
\| f - I_{w,n}f \|_{L^2_w(I)}^2 = \| f - \Pi^1_{w,n-1}f \|_{L^2_w(I)}^2 + \| A_{w,n}f \|_{L^2_w(I)}^2,
\]

\[
\| f - \tilde{I}_{w,n}f \|_{L^2_w(I)}^2 = \| f - \Pi^1_{w,n}f \|_{L^2_w(I)}^2 + \| \tilde{A}_{w,n}f \|_{L^2_w(I)}^2.
\]
Proof - Expand all the squared norms in (6.6.10) (or (6.6.11)) in terms of the inner product in $L^2_w(I)$ and recall (6.2.5).

Another characterization of the aliasing error is given by (see (3.3.1) and (6.2.11))

(6.6.12) $$A_{w,n}f = I_{w,n}(f - \Pi_{w,n-1}f) = I_{w,n} \left( \sum_{k=n}^{\infty} c_k u_k \right) = \sum_{k=n+1}^{\infty} c_k (I_{w,n} u_k),$$

where $c_k$, $k \in \mathbb{N}$, are the Fourier coefficients of $f$ and $u_k = P_k^{(\alpha,\beta)}$, $k \in \mathbb{N}$. The last equality in (6.6.12) follows by observing that, for any $n \geq 1$, $I_{w,n}$ is a continuous operator in $C^0(\bar{I})$ (see section 6.8). A similar relation holds for $\tilde{A}_{w,n}f$. In the Chebyshev case, the formula (6.6.12) takes a simplified form, thanks to the periodicity of the cosine function, i.e.

(6.6.13) $$A_{w,n}f = \sum_{m=1}^{n-1} \sum_{j=1}^{\infty} (c_{2jn+m} - c_{2jn-m}) T_m.$$ 

Moreover, we note that $A_{w,n}T_{jn} \equiv 0$, $\forall j \geq 1$. A discussion of the effects of the aliasing error in the computation of solutions of boundary value problems are given in Canuto, Hussaini, Quarteroni and Zang (1988).

We analyse now the case when $I$ is not bounded. Let us start with the Laguerre approximations ($w(x) = x^\alpha e^{-x}$, $\alpha > -1$, $x \in I = ]0, +\infty[$).

Theorem 6.6.3 - Let $\delta \in ]0, 1[$ and let $f \in C^0(\bar{I})$ satisfy $\lim_{x \to +\infty} f(x) e^{-\delta x} = 0$. Then we have

(6.6.14) $$\lim_{n \to +\infty} \| f - I_{w,n}f \|_{L^2_w(I)} = 0.$$ 

The same relation holds for the error $f - \tilde{I}_{w,n}f$, relative to the Gauss-Radau interpolation operator.

Proof - For any $p_n \in P_{n-1}$, we have (compare with (6.6.2))

(6.6.15) $$\| f - I_{w,n}f \|_{L^2_w(I)} \leq \| f - p_n \|_{L^2_w(I)} + \left( \sum_{j=1}^{n} (p_n - f)^2 (\xi_j^{(n)}) w_j^{(n)} \right)^{\frac{1}{2}} \leq$$
\[ \leq \sup_{x \in I} \left[ |f - p_n| \sqrt{v}(x) \right] \left\{ \left( \int_I v^{-1} w \, dx \right)^{\frac{1}{2}} + \left( \sum_{j=1}^{n} v^{-1}(\xi_j^{(n)}) w_j^{(n)} \right)^{\frac{1}{2}} \right\}, \]

where \( v(x) := e^{-\delta x}, \ x \in \bar{I} \). Due to theorem 6.5.2, the summation on the right hand side of (6.6.15) converges to \( \int_I v^{-1} w \, dx < +\infty \). Hence, it is bounded by a constant independent of \( n \). According to theorem 6.1.4, we can choose the sequence \( \{p_n\}_{n \geq 1} \) to obtain (6.6.14).

On the determination of the rate of convergence, we just mention a result given in MADAY, PERNAUD-THOMAS and VANDEVEN (1985), for the case \( \alpha = 0 \) \( (w(x) = e^{-x}) \).

**Theorem 6.6.4** - Let \( k \geq 1 \) and \( \delta \in ]0,1[ \). Then we can find a constant \( C > 0 \) such that, for any \( f \in H^k_v(I) \), with \( v(x) := e^{-\delta x} \), one has

\[ \| f - I_w,nf \|_{L^2_w(I)} \leq C \left( \frac{1}{\sqrt{n}} \right)^{k-1} \| f \|_{H^k_v(I)}, \quad \forall n \geq 1. \]

The same relation holds for the error \( f - \tilde{I}_w,nf \).

We argue similarly for the Hermite weight function \( (w(x) = e^{-x^2}) \). A theorem like 6.6.3 is derived from theorems 6.1.5 and 6.5.3. Further results are considered in the next section.

### 6.7 Laguerre and Hermite functions

In the analysis of differential equations in unbounded domains, the solution will be required to decay at infinity with an exponential rate. Therefore, approximation by a
polynomial cannot give accurate results (see GOTTLIEB and ORSZAG (1977), p.45). It is thus necessary to introduce new families of approximating functions. We set \( v(x) := x^\alpha e^x, \alpha > -1, \ x \in I \). For \( n \in \mathbb{N} \), we define \( S_n \) to be the space of the functions (named Laguerre functions) of the form \( p e^{-x} \), where \( p \in \mathbb{P}_n \). By virtue of (2.2.6), this is an orthogonal set of functions where the inner product is weighted by \( v \). We present a preliminary result.

**Lemma 6.7.1 -** Let \( f = g e^x \) then, for any \( k \in \mathbb{N} \), we have

\[
(6.7.1) \quad x^{m/2} \frac{d^m f}{dx^m} \in L_w^2(I), \ 0 \leq m \leq k \quad \iff \quad x^{k/2} \frac{d^k g}{dx^k} \in L_v^2(I).
\]

**Proof -** This is a direct consequence of the formula

\[
(6.7.2) \quad \int_I \left( \frac{d^k g}{dx^k} \right)^2 x^{\alpha+k} e^x \ dx = \sum_{m=0}^{k} \binom{k}{m} \frac{\Gamma(\alpha + k + 1)}{\Gamma(\alpha + m + 1)} \int_I \left( \frac{d^m f}{dx^m} \right)^2 x^{\alpha+m} e^{-x} \ dx,
\]

which is proven by induction (see FUNARO (1991)).

The operator \( \Pi_{v,n}^* : L_v^2(I) \to S_n, \ n \in \mathbb{N}, \) is defined as follows:

\[
(6.7.3) \quad \Pi_{v,n}^* g := [\Pi_{w,n}(g e^x)] e^{-x}, \quad \forall g \in L_v^2(I).
\]

Combining theorem 6.2.5 and relation (6.7.2), we get the following proposition.

**Theorem 6.7.2 -** Let \( k \in \mathbb{N} \). Then there exists a constant \( C > 0 \) such that, for any \( g \) satisfying \( \frac{d^k g}{dx^k} x^{k/2} \in L_v^2(I) \), one has

\[
(6.7.4) \quad \| g - \Pi_{v,n}^* g \|_{L_v^2(I)} \leq C \left( \frac{1}{\sqrt{n}} \right)^k \left\| \frac{d^k g}{dx^k} \right\|_{L_v^2(I)}, \quad \forall n > k.
\]
Furthermore, we have the following inverse inequality.

**Theorem 6.7.3** - We can find a constant $C > 0$ such that, for any $n \geq 1$

\[
\|q'|_{L^2_2(I)} \leq Cn \|q\|_{L^2_2(I)}, \quad \forall q \in S_n.
\]

**Proof** - Set $q = pe^{-x}$, $p \in P_n$, and recall (6.3.11).

Next, we define the operator $I^*_{v,n}: C^0(\bar{I}) \to S_{n-1}$, $n \geq 1$, such that

\[
I^*_{v,n}g := [I_{w,n}(ge^x)]e^{-x}, \quad \forall g \in C^0(\bar{I}).
\]

In a similar way, one defines the interpolation operator $\tilde{I}^*_{v,n}$, based on the Gauss-Radau nodes. On the basis of theorem 6.6.4, one recovers estimates for the error $g - I^*_{v,n}g$.

Now let us set $v(x) := w^{-1}(x) = e^{x^2}$, $x \in \mathbb{R}$, and define for any $n \in \mathbb{N}$, the space $S_n$ of the so called Hermite functions. Any element of $S_n$ is of the form $pw$, where $p \in P_n$. Furthermore, we introduce the operator $\Pi^*_{v,n}: L^2_v(\mathbb{R}) \to S_n$, $n \in \mathbb{N}$, such that

\[
\Pi^*_{v,n}g := [\Pi_{w,n}(gv)]w, \quad \forall g \in L^2_v(\mathbb{R}).
\]

As in the previous case, we begin with a basic result.

**Lemma 6.7.4** - The following implication: $f \in H^k_w(\mathbb{R}) \Leftrightarrow g := fw \in H^k_v(\mathbb{R})$, is satisfied for any $k \in \mathbb{N}$. Moreover, the corresponding norms are equivalent.

**Proof** - It is possible to find real coefficients $\gamma^{(k)}_m$, $0 \leq k \leq m$ (see FUNARO(1991)), such that

\[
\int_{\mathbb{R}} \left( \frac{d^kg}{dx^k} \right)^2 v \, dx = \sum_{m=0}^k \gamma^{(k)}_m \int_{\mathbb{R}} \left( \frac{d^mf}{dx^m} \right)^2 w \, dx.
\]

This completes the proof by virtue of (5.5.10) and (5.6.4).
Taking into account lemma 6.7.4, theorems 6.2.6 and 6.3.5 are respectively generalized to the case of Hermite functions as follows.

**Theorem 6.7.5** - *Let $k \in \mathbb{N}$, then there exists a constant $C > 0$ such that, for any $g \in H^k_v(\mathbb{R})$, one has*

\[(6.7.9) \quad \|g - \Pi^*_{v,n}g\|_{L^2_v(\mathbb{R})} \leq C \left(\frac{1}{\sqrt{n}}\right)^k \|g\|_{H^k_v(\mathbb{R})}, \quad \forall n > k.\]

**Theorem 6.7.6** - *We can find a constant $C > 0$ such that, for any $n \geq 1$

\[(6.7.10) \quad \|q'\|_{L^2_w(\mathbb{R})} \leq C\sqrt{n} \|q\|_{L^2_w(\mathbb{R})}, \quad \forall q \in S_n.\]

We finally define $I^*_{v,n} : C^0(\mathbb{R}) \to S_{n-1}, \quad n \geq 1$, such that

\[(6.7.11) \quad I^*_{v,n} := [I_{w,n}(g)v]w, \quad \forall g \in C^0(\mathbb{R}).\]

A theoretical convergence analysis for the operator $I^*_{v,n}$ for $n \to +\infty$ is considered in FUNARO and KAVIAN (1988). Here we state the main result (we recall that the Sobolev spaces with real exponent have been introduced in section 5.6).

**Theorem 6.7.7** - *Let $\epsilon > 0$ and $s \geq 1 + \epsilon$. Then there exists a constant $C > 0$ such that, for any $g \in H^s_v(\mathbb{R})$, we have*

\[(6.7.12) \quad \|g - I^*_{v,n}g\|_{L^2_v(\mathbb{R})} \leq C \left(\frac{1}{\sqrt{n}}\right)^{s-1-\epsilon} \|g\|_{H^s_v(\mathbb{R})}, \quad \forall n \geq 1.\]

Other results, concerning the rate of convergence of the so called *normalized Hermite functions*, are provided in BOYD (1984).
6.8 Refinements

The aim of the previous sections was to present an overview of the fundamental results on the approximation of functions by orthogonal polynomials. Further developments can be taken into account. In general, improvements require a certain skill in dealing with functional spaces and their properties. We therefore confine ourselves to the discussion of some basic facts.

In the book of Timan (1963), p.262, the inequality (6.1.7) is generalized as follows:

\[ |f - \Psi_{\infty,n}(f)|(x) \leq C [h_n(x)]^k \sup_{|x_1 - x_2| < h_n(x)} \left| \frac{d^k f}{dx^k}(x_1) - \frac{d^k f}{dx^k}(x_2) \right|, \]

where \( h_n(x) := \frac{1}{n} \left( \sqrt{1 - x^2} + \frac{|x|}{n} \right) \), \( n \geq 1 \), \( x \in [-1,1] \). This shows that a faster convergence is expected for the points \( x \) located near the extremes of the interval \( I \), where \( h_n(x) \approx 1/n^2 \). For example, as noticed in Gottlieb and Orszag (1977), p.29, in Chebyshev-Fourier expansions the Gibbs phenomenon is reduced when the discontinuity of \( f \) is situated near one of the boundary points \( x = \pm 1 \).

In the approximation of oscillating functions with wavelength \( \lambda \), polynomials of degree higher than \( 2\pi/\lambda \) are required for Chebyshev and Legendre expansions, to obtain satisfactory results. A lower degree is sufficient when the oscillations are concentrated within a neighborhood of the endpoints (see Gottlieb and Orszag (1977), p.35 and p.38).

Concerning the projection operator, the estimates given in section 6.2 are optimal. Actually, it is easy to realize that the rate of convergence cannot be improved upon. A proof of this fact is given in Canuto and Quarteroni (1982a), for Chebyshev and Legendre expansions. Similar considerations hold for the inverse inequalities studied in section 6.3. On the contrary, the analysis of the interpolation operator presents complications. The inequalities of section 6.6 have been obtained with the help of the polynomial of best uniform approximation (see for instance relation (6.6.2)). This auxiliary estimate is in general quite rough, especially for Jacobi weight functions with large values of \( \alpha \) and \( \beta \). As a matter of fact, the inequality (6.6.4), which is obtained
Polynomial Approximation of Differential Equations with different techniques, shows a faster convergence behavior. Although the inequality (6.6.7) ensures the same kind of convergence, it requires \( f \) to be more regular. In NEVAI (1976) numerous extensions are provided, and in MADAY (1991) an estimate like (6.6.4) is proven for Legendre Gauss-Lobatto points.

For analytic functions, the error estimates for the interpolation operator are expected to exhibit an exponential decay. Results in this direction are given in TADMOR (1986) for Chebyshev expansions. Various improvements and estimates in different weighted spaces are considered in DITZIAN and TOTIK (1987).

To give an idea of the difficulties one may face when working with the interpolation operators, we note for instance that an inequality like (6.2.7) is not verified, when replacing \( \Pi_{w,n} \) by \( I_{w,n} \). This shows that the operator \( I_{w,n} \) is not continuous in the \( L^2_w(I) \) norm, even if \( f \in C^0(\bar{I}) \). To check this fact, we construct a sequence of functions \( f_k \in C^0(\bar{I}) \), \( k \in \mathbb{N} \), such that \( f_k(\xi_j^{(n)}) = 1 \), \( 1 \leq j \leq n \), \( \forall k \in \mathbb{N} \). Therefore, one has \( I_{w,n}f_k \equiv 1 \), \( \forall k \in \mathbb{N} \), which implies that \( \|I_{w,n}f_k\|_{L^2_w(I)} \neq 0 \) is constant with respect to \( k \). On the other hand, every \( f_k \) can be defined at the remaining points in such a way that \( \lim_{k \to +\infty} \|f_k\|_{L^2_w(I)} = 0 \). This is in contrast with the claim that \( I_{w,n} \) is continuous. Nevertheless, \( I_{w,n} \) is continuous in the norm of \( C^0(\bar{I}) \), i.e., for any \( n \geq 1 \), we can find \( \gamma \equiv \gamma(n) \) such that

\[
(6.8.2) \quad \|I_{w,n}f\|_{C^0(I)} \leq \gamma \|f\|_{C^0(I)}, \quad \forall f \in C^0(\bar{I}).
\]

In fact, for any \( f \in C^0(\bar{I}) \), (3.9.5) yields

\[
(6.8.3) \quad \|I_{w,n}f\|_{C^0(I)} \leq \gamma \|I_{w,n}f\|_{L^2_w(I)} = \gamma \max_{1 \leq j \leq n} |f(\xi_j^{(n)})| \leq \gamma \|f\|_{C^0(I)}.
\]

This is why the natural domain for \( I_{w,n} \) is the space of continuous functions. Unfortunately, the constant \( \gamma \) grows with \( n \).

* * * * * * * * * * * *

With the conclusion of this chapter, we have finished the first part of the book. Having established the structure of the approximating functions we intend to use, as well as their properties, we now turn our efforts toward the discretization of derivative operators, and their associated problems.
The derivative operator is a linear transformation from the space of polynomials into itself. In addition, the exact derivative of a given polynomial can be determined in a finite number of operations. Depending on the basis in which the polynomial is expressed, we will construct the appropriate matrices that allow the computation of its derivative.

### 7.1 Derivative matrices in the frequency space

Let $p$ be a polynomial in $P_n$, where $n \geq 1$ is given. From (2.3.1), and $u'_0 \equiv 0$, we can write

\begin{equation}
(7.1.1) \quad p' = \sum_{k=1}^{n} c_k u'_k = \sum_{k=0}^{n} c_k^{(1)} u_k.
\end{equation}

In (7.1.1), the constants $c_k^{(1)}$, $0 \leq k \leq n$, are the Fourier coefficients of $p'$. We would like to establish a relation between these new coefficients and the $c_k$'s. Let us begin with the Jacobi case ($u_k = P_k^{(\alpha,\beta)}$, $k \in \mathbb{N}$). For simplicity, we just discuss the ultraspherical case ($\nu := \alpha = \beta$). Thus, we start by considering the following relation (see Szegö(1939), p.84):

\begin{equation}
(7.1.2) \quad u_n = \frac{d}{dx} \left[ \frac{(n + 2\nu + 1) u_{n+1}}{(n + \nu + 1)(2n + 2\nu + 1)} - \frac{(n + \nu) u_{n-1}}{(n + 2\nu)(2n + 2\nu + 1)} \right], \quad n \geq 1,
\end{equation}
with \( u_n = P_n^{(\nu, \nu)}(\nu) \), \( \nu > -1 \) and \( \nu \neq -\frac{1}{2} \).

After tedious calculation, we recover from (7.1.2) the expression of the derivatives of the ultraspherical polynomials, i.e.

\[
\frac{d}{dx}u_n = \left\{ \frac{\Gamma(n + \nu + 1)}{\Gamma(n + 2\nu + 1)} \times \sum_{m=0}^{[(n-1)/2]} \frac{2n - 4m + 2\nu - 1}{n - 2m + 2\nu} \frac{\Gamma(n - 2m + 2\nu + 1)}{\Gamma(n - 2m + \nu)} u_{n-2m-1} \right\},
\]

for any \( n \geq 1 \) and \( \nu > -1 \) with \( \nu \neq -\frac{1}{2} \). The symbol \([\cdot]\) denotes the integer part of \( \cdot \).

Particularly interesting is the Legendre case \((\nu = 0)\), where (7.1.3) takes the form

\[
\frac{d}{dx}P_n = \sum_{m=0}^{[(n-1)/2]} (2n - 4m - 1)P_{n-2m-1}, \quad n \geq 1.
\]

Using the same arguments, recalling (1.5.10), we get in the Chebyshev case

\[
\frac{d}{dx}T_n = \begin{cases} 
T_0 & \text{if } n = 1, \\
2n \sum_{m=0}^{n/2-1} T_{2m+1} & \text{if } n \geq 2 \text{ is even}, \\
nT_0 + 2n \sum_{m=1}^{(n-1)/2} T_{2m} & \text{if } n \geq 3 \text{ is odd}.
\end{cases}
\]

Substituting formula (7.1.3) into (7.1.1), we can relate the coefficients of \( p' \) to those of \( p \). First of all, we note that \( c_n^{(1)} = 0 \). Then, for \( \nu > -1 \) with \( \nu \neq -\frac{1}{2} \), we have

\[
c_i^{(1)} = \frac{2i + 2\nu + 1}{i + 2\nu + 1} \frac{\Gamma(i + 2\nu + 2)}{\Gamma(i + \nu + 1)} \sum_{j=1 \atop i+j \text{ odd}}^{n} \frac{\Gamma(j + \nu + 1)}{\Gamma(j + 2\nu + 1)} c_j,
\]

\[0 \leq i \leq n - 1.\]

In the Legendre case \((\nu = 0)\), the above formula yields (see also the appendix in the book of Gottlieb and Orszag(1977))
\[ (7.1.7) \quad c_i^{(1)} = (2i + 1) \sum_{\substack{j=1 \atop j \text{ odd}}}^{n} c_j, \quad 0 \leq i \leq n - 1. \]

For the Chebyshev basis, we still get \( c_n^{(1)} = 0 \). Besides, one has

\[ (7.1.8) \quad c_i^{(1)} = \begin{cases} 
\sum_{\substack{j=1 \atop j \text{ odd}}}^{n} j c_j & \text{if } i = 0, \\
2 \sum_{\substack{j=i+1 \atop i+j \text{ odd}}}^{n} j c_j & \text{if } 1 \leq i \leq n - 1.
\end{cases} \]

The linear mapping which transforms the vector \( \{c_j\}_{0 \leq j \leq n} \) into the vector \( \{c_i^{(1)}\}_{0 \leq i \leq n} \) is clearly expressed by a \((n + 1) \times (n + 1)\) matrix which is upper triangular and has a vanishing diagonal. Therefore, all its eigenvalues are zero. By applying \( k \) times \((k \geq 1)\) the derivative matrix to the vector \( \{c_j\}_{0 \leq j \leq n} \) we obtain the vector \( \{c_i^{(k)}\}_{0 \leq i \leq n} \), which represents the Fourier coefficients of the \( k \)-th derivative of the polynomial \( p \). This implies that, since \( \frac{d^{n+1}}{dx^{n+1}} p \equiv 0 \ \forall p \in P_n \), the \( n + 1 \) power of the matrix has all its entries equal to zero.

For \( 2 \leq k \leq n \), an analytic formula relating the coefficients \( c_i^{(k)} \), \( 0 \leq i \leq n \), to the coefficients \( c_j \), \( 0 \leq j \leq n \), is given in Karageorghis and Phillips (1989). Here we just present such a formula for \( k = 2 \), respectively for Legendre and Chebyshev expansions. In these two cases, \( c_n^{(2)} = c_{n-1}^{(2)} = 0 \), and

\[ (7.1.9) \quad c_i^{(2)} = \left( i + \frac{1}{2} \right) \sum_{\substack{j=i+2 \atop i+j \text{ even}}}^{n} (j(j+1) - i(i+1)) c_j, \quad 0 \leq i \leq n - 2, \]

\[ (7.1.10) \quad c_i^{(2)} = \begin{cases} 
\frac{1}{2} \sum_{\substack{j=2 \atop j \text{ even}}}^{n} j^3 c_j & \text{if } i = 0, \\
\sum_{\substack{j=i+2 \atop i+j \text{ even}}}^{n} j(j^2 - i^2) c_j & \text{if } 1 \leq i \leq n - 2.
\end{cases} \]
As proposed in section 2.3, one can study the relation between the Fourier coefficients of polynomials such as $xp'$ (or more involved expressions) and the coefficients of $p$. Many examples of this type, for Legendre and Chebyshev expansions, are discussed in the appendix of Gottlieb and Orszag (1977).

For Laguerre polynomials, relations taken from Szegő (1939), p. 98, lead to

\begin{equation}
\frac{d}{dx} L_n^{(\alpha)} = -\sum_{m=0}^{n-1} L_m^{(\alpha)}, \quad n \geq 1, \quad \alpha > -1.
\end{equation}

Therefore, one obtains

\begin{equation}
c_i^{(1)} = -\sum_{j=i+1}^{n} c_j, \quad 0 \leq i \leq n - 1, \quad \text{and } c_n^{(1)} = 0.
\end{equation}

The Hermite case is very easy to analyze. Actually, from (1.7.8), we have

\begin{equation}
c_i^{(1)} = 2(i + 1) c_{i+1}, \quad 0 \leq i \leq n - 1, \quad \text{and } c_n^{(1)} = 0.
\end{equation}

An initial analysis suggests that the evaluation in the frequency space of the derivative of the polynomial $p \in P_n$ has a computational cost proportional to $n^2$, since it corresponds to a matrix-vector multiplication. A deeper study reveals an algorithm with a cost only proportional to $n$. In fact, one easily proves the following recursion formula. First we compute $c_n^{(1)} = 0$ and

\begin{equation}
c_{n-1}^{(1)} = \frac{(2n + 2\nu - 1)(n + \nu)}{(n + 2\nu)} c_n, \quad \nu > -1, \quad \nu \neq -\frac{1}{2}.
\end{equation}

Then, we proceed backwards according to the relations

\begin{equation}
c_i^{(1)} = \frac{(2i + 2\nu + 1)(i + \nu + 1)}{i + 2\nu + 1} \left[ \frac{i + \nu + 2}{(2i + 2\nu + 5)(i + 2\nu + 2)} c_{i+2}^{(1)} + c_{i+1} \right],
\end{equation}

\begin{equation*}
0 \leq i \leq n - 2, \quad \nu > -1, \quad \nu \neq -\frac{1}{2}.
\end{equation*}
Similarly, for the Chebyshev and Laguerre cases, we respectively get

\[
    c_i^{(1)} = \begin{cases}
        0 & \text{if } i = n, \\
        2nc_n & \text{if } i = n - 1, \\
        c_{i+2}^{(1)} + 2(i + 1)c_{i+1} & \text{if } 1 \leq i \leq n - 2, \\
        \frac{1}{2}c_2^{(1)} + c_1 & \text{if } i = 0,
    \end{cases}
\]

(7.1.16)

\[
    c_i^{(1)} = \begin{cases}
        0 & \text{if } i = n, \\
        c_{i+1}^{(1)} - c_{i+1} & \text{if } 0 \leq i \leq n - 1.
    \end{cases}
\]

(7.1.17)

The Hermite case has already a simplified form given by (7.1.13).

### 7.2 Derivative matrices in the physical space

Here we consider \( P_{n-1}, n \geq 2 \), to be generated by the basis of Lagrange polynomials \( \{l_j^{(n)}\}_{1 \leq j \leq n} \) introduced in section 3.2. In view of (3.2.2), the derivative of a polynomial \( p \in P_n \) is obtained by evaluating

\[
    \frac{d}{dx}p = \sum_{j=1}^{n} p(\xi_j^{(n)}) \frac{d}{dx}l_j^{(n)}.
\]

(7.2.1)

In particular, we have

\[
    p'(\xi_i^{(n)}) = \sum_{j=1}^{n} d_{ij}^{(1)} p(\xi_j^{(n)}), \quad 1 \leq i \leq n,
\]

(7.2.2)
where

\[(7.2.3) \quad d_{ij}^{(1)} := \left[ \frac{d}{dx} \ell_j^{(n)} \right] (\xi_i^{(n)}), \quad 1 \leq i \leq n, \ 1 \leq j \leq n.\]

Since the polynomials \(p\) and \(p'\) are uniquely determined by their values at the nodes \(\xi_i^{(n)}\), \(1 \leq i \leq n\), the linear transformation (7.2.2) is equivalent to performing an exact derivative in the space \(P_{n-1}\). The associated \(n \times n\) matrix \(D_n := \{d_{ij}^{(1)}\}_{1 \leq i, j \leq n}\), allows us to pass from the the vector \(\{p(\xi_j^{(n)})\}_{1 \leq j \leq n}\) to the vector \(\{p'(\xi_i^{(n)})\}_{1 \leq i \leq n}\), with a computational cost proportional to \(n^2\).

The next step is to give an explicit expression to the entries \(d_{ij}^{(1)}\), \(1 \leq i \leq n, 1 \leq j \leq n\). Computing the derivatives of the Lagrange polynomials in (3.2.4) yields

\[(7.2.4) \quad \left[ \frac{d}{dx} \ell_j^{(n)} \right] (x) = \frac{u_n'(x)(x - \xi_j^{(n)}) - u_n(x)}{u_n'(\xi_j^{(n)}) (x - \xi_j^{(n)})^2}, \quad x \in I, \ x \neq \xi_j^{(n)}, \ 1 \leq j \leq n.\]

After evaluation of (7.2.4) at the nodes, one obtains

\[(7.2.5) \quad d_{ij}^{(1)} = \begin{cases} 
\frac{u_n'(\xi_i^{(n)})}{u_n'(\xi_j^{(n)})} \frac{1}{\xi_i^{(n)} - \xi_j^{(n)}} & \text{if } i \neq j, \\
\frac{u_n''(\xi_i^{(n)})}{2 u_n'(\xi_i^{(n)})} & \text{if } i = j.
\end{cases}\]

To get (7.2.5) one recalls that \(u_n(\xi_i^{(n)}) = 0, 1 \leq i \leq n\). The diagonal entries (i.e., \(i = j\)) are obtained by noting that

\[(7.2.6) \quad \lim_{x \to \xi_i^{(n)}} \left[ \frac{d}{dx} \ell_i^{(n)} \right] (x) = \lim_{x \to \xi_i^{(n)}} \frac{u_n''(x)}{2 u_n'(\xi_i^{(n)})} = \frac{u_n''(\xi_i^{(n)})}{2 u_n'(\xi_i^{(n)})}, \quad 1 \leq i \leq n.\]

Recalling that \(u_n\) is solution of a Sturm-Liouville problem, we can express the values \(u_n''(\xi_i^{(n)}), 1 \leq i \leq n\), in terms of \(u'(\xi_i^{(n)}), 1 \leq i \leq n\). This gives
(7.2.7) (Jacobi) \[ d_{ii}^{(1)} = \frac{(\alpha + \beta + 2)\xi_i^{(n)} + \alpha - \beta}{2 (1 - (\xi_i^{(n)})^2)}, \quad \alpha > -1, \beta > -1, \]

(7.2.8) (Laguerre) \[ d_{ii}^{(1)} = \frac{\xi_i^{(n)} - \alpha - 1}{2\xi_i^{(n)}}, \quad \alpha > -1, \]

(7.2.9) (Hermite) \[ d_{ii}^{(1)} = \xi_i^{(n)}. \]

Higher order derivative matrices are obtained by multiplying \( D_n \) by itself a suitable number of times. For example, an explicit expression of \( D_n^2 \) in the Hermite case is given in Funaro and Kavian (1988).

In general, we denote by \( d_{ij}^{(k)} \), \( 1 \leq i \leq n, \ 1 \leq j \leq n \), the entries of the matrix \( D_n^k \), \( k \geq 1 \). Of course, when \( k \geq n \), we have \( d_{ij}^{(k)} = 0 \), \( 1 \leq i \leq n, \ 1 \leq j \leq n \).

We can argue in the same way using the Gauss-Lobatto points. For any \( p \in \mathbf{P}_n \), \( n \geq 1 \), we have

\[
(7.2.10) \quad p'(\eta_i^{(n)}) = \sum_{j=0}^n \tilde{d}_{ij}^{(1)} p(\eta_j^{(n)}), \quad 0 \leq i \leq n,
\]

where

\[
(7.2.11) \quad \tilde{d}_{ij}^{(1)} := \left[ \frac{d}{dx} \tilde{l}_j^{(n)} \right](\eta_i^{(n)}), \quad 0 \leq i \leq n, \ 0 \leq j \leq n.
\]

Similarly, we define the \((n+1) \times (n+1)\) matrix \( \tilde{D}_n := \{\tilde{d}_{ij}^{(1)}\}_{0 \leq i \leq n} \). Again, we denote by \( \tilde{d}_{ij}^{(k)} \), \( 0 \leq i \leq n, \ 0 \leq j \leq n \), the entries of the \((n+1) \times (n+1)\) matrix \( \tilde{D}_n^k \), \( k \geq 1 \). When \( k \geq n + 1 \), \( \tilde{D}_n^k \) is the zero matrix.

The computation of the entries of \( \tilde{D}_n \) needs more perseverance, but it is not hard to manage. From (3.2.8), we have
To check (7.2.12), the reader must remember that \( u_n'(\eta_j^{(n)}) = 0 \), \( 1 \leq j \leq n - 1 \), while \( u_n'(1) \) and \( u_n'(-1) \) are respectively given by (3.1.17) and (3.1.18). Further relations, useful in this computation, are obtained from the differential equation (1.3.1). This can be used for instance to obtain the values of \( u_n'' \) at the nodes.
Taking \( \nu = 0 \) in (7.2.12), we recover the entries of \( \tilde{D}_n \) in the Legendre case:

\[
\tilde{d}^{(1)}_{ij} = \begin{cases} 
-\frac{1}{4}n(n+1) & i = j = 0, \\
\frac{P_n(\eta_i^{(n)})}{P_n(\eta_j^{(n)})} \frac{1}{\eta_i^{(n)} - \eta_j^{(n)}} & 0 \leq i \leq n, 0 \leq j \leq n, i \neq j, \\
0 & 1 \leq i = j \leq n - 1, \\
\frac{1}{4}n(n+1) & i = j = n.
\end{cases}
\]

Similarly, (1.5.1) and (3.1.15) lead to the Chebyshev case \( (\nu = -\frac{1}{2}) \):

\[
\tilde{d}^{(1)}_{ij} = \begin{cases} 
-\frac{1}{6}(2n^2 + 1) & i = j = 0, \\
\frac{1}{2}(-1)^i/(1 + \eta_i^{(n)}) & 1 \leq i \leq n - 1, j = 0, \\
\frac{1}{2}(-1)^n & i = n, j = 0, \\
-2 (-1)^j/(1 + \eta_j^{(n)}) & i = 0, 1 \leq j \leq n - 1, \\
\frac{(-1)^{i+j}}{\eta_i^{(n)} - \eta_j^{(n)}} & 1 \leq i \leq n - 1, 1 \leq j \leq n - 1, i \neq j, \\
\frac{-\eta_i^{(n)}}{2 (1 - (\eta_i^{(n)})^2)} & 1 \leq i = j \leq n - 1, \\
2 (-1)^j+n/(1 - \eta_j^{(n)}) & i = n, 1 \leq j \leq n - 1, \\
-\frac{1}{2}(-1)^n & i = 0, j = n, \\
-\frac{1}{2}(-1)^{i+n}/(1 - \eta_i^{(n)}) & 1 \leq i \leq n - 1, j = n, \\
\frac{1}{6}(2n^2 + 1) & i = j = n.
\end{cases}
\]
The matrices (7.2.13) and (7.2.14) have been presented for instance in Gottlieb, Hussaini and Orszag (1984), together with the entries of the matrices corresponding to the second derivatives.

For the Laguerre Gauss-Radau case, the entries of the \( n \times n \) matrix \( \tilde{D}_n = \{ \tilde{d}^{(1)}_{ij} \}_{0 \leq i, j \leq n-1} \), are obtained by (3.2.11). These are

\[
(7.2.15) \quad \tilde{d}^{(1)}_{ij} = \begin{cases} 
- \frac{n - 1}{\alpha + 2} & \text{if } i = j = 0, \\
\frac{n! \Gamma(\alpha + 2) L_n^{(\alpha)}(\eta_i^{(n)})}{\Gamma(n + \alpha + 1) \eta_i^{(n)}} & \text{if } 1 \leq i \leq n-1, \quad j = 0, \\
- \frac{\Gamma(n + \alpha + 1)}{n! \Gamma(\alpha + 2) \eta_j^{(n)}} & \text{if } i = 0, \quad 1 \leq j \leq n-1, \\
\frac{L_n^{(\alpha)}(\eta_i^{(n)})}{L_n^{(\alpha)}(\eta_j^{(n)})} \frac{1}{\eta_i^{(n)} - \eta_j^{(n)}} & \text{if } i \neq j, \quad 1 \leq i \leq n-1, \quad 1 \leq j \leq n-1, \\
\frac{\eta_i^{(n)} - \alpha}{2 \eta_i^{(n)}} & \text{if } 1 \leq i = j \leq n-1.
\end{cases}
\]

For the computation one has to recall (3.1.19) and (1.6.1).

In all the examples discussed, the algorithm to perform the derivative in the physical space corresponds to a matrix-vector multiplication. Therefore, its cost is proportional to \( n^2 \). The matrices \( D_n \) and \( \tilde{D}_n \), in the various cases, are full and do not display any particular property. This means that in general we cannot improve the procedure of evaluating a derivative, as suggested in the previous section. Nevertheless, for the Chebyshev case, a faster algorithm exists. In view of the results in section 4.3, when \( n \) is a power of 2, we can go from the physical space to the frequency space (and conversely) by applying the FFT with a cost proportional to \( n \log_2 n \). Therefore, we can use (7.1.8), the cost of which is only proportional to \( n \). This observation makes the Chebyshev Lagrange basis preferable, when large values of \( n \) are taken into account.
We conclude this section with a few additional remarks. Given the function \( f \in C^1(\bar{I}) \), we can evaluate the quantities \( f(\xi_j^{(n)}) \), \( 1 \leq j \leq n \). After applying the matrix \( D_n \), we obtain the vector \( \{(I_{w,n}f)'(\xi_i^{(n)})\}_{1 \leq i \leq n} \). For \( n \) sufficiently large, \( (I_{w,n}f)' \) is a fairly good approximation of \( f' \) (see (6.6.8)).

Other techniques, such as finite-differences, can be used to compute numerically the derivative of \( f \). Although they generate derivative matrices with quite good structure (for instance, they are banded with a narrow bandwidth), the results are in general very poor when compared with those obtained by the procedure described above. The reason is that finite-differences are \textit{local methods}. To compute the derivative at a given point, these methods use information pertaining to a small neighborhood of the point. In contrast, spectral methods are \textit{global methods}. All \( n \) nodes in the domain \( I \) are applied in the computation. For example, when \( f \) is a polynomial in \( P_{n-1} \), the values at the nodes are representative of the whole function in the domain \( \bar{I} \), and the exact derivative is obtained. The particular distribution of the nodes optimizes the process for a general \( f \), and the accuracy increases rapidly with the regularity of the function. The reader may find other persuasive arguments supporting these considerations in \textsc{boyd}(1989), p.11.

### 7.3 Boundary conditions in the frequency space

Clearly, the procedure of evaluating the derivative \( q := p' \in P_{n-1} \) of a polynomial \( p \in P_n \) can be inverted except to within an additive constant. Actually, the derivative formulas of section 7.1 do not take into consideration the coefficient \( c_0 \). We need an extra condition. The most popular approach is to assume that \( p \) satisfies \( p(\xi) = \sigma \in \mathbb{R} \), where \( \xi \in \bar{I} \). This is a \textit{boundary condition} when \( \xi \in \partial I \), i.e., \( \xi \) is an element of the boundary of \( \bar{I} \). In this case, we can recover the coefficients \( c_i \), \( 1 \leq i \leq n \), in terms of the coefficients \( d_j \), \( 0 \leq j \leq n - 1 \), of the expansion \( q = \sum_{j=0}^{n-1} d_j u_j \). Finally, \( c_0 \) is
determined according to the following relation:

\[(7.3.1) \quad c_0 = \sigma - \sum_{k=1}^{n} c_k u_k(\xi).\]

This comes from evaluating (2.3.1) at the point \( x = \xi \). Many other conditions are possible. For instance, one can impose \( \int_I p \, dx = \sigma, \sigma \in \mathbb{R} \). In the Chebyshev case, by (2.6.4), \( c_0 \) is then obtained from

\[(7.3.2) \quad c_0 = \frac{\sigma}{2} - \sum_{k=\text{even}}^{n} \frac{c_k}{1 - k^2}.\]

Let us analyze a more general situation. We just consider the ultraspherical case. Let \( A \) and \( \sigma \) be real constants and \( \xi \in \bar{I} \). Given the polynomial \( q \in \mathbb{P}_{n-1} \), we are concerned with finding \( p \in \mathbb{P}_n \), such that

\[(7.3.3) \quad \begin{cases} p' + \Pi_{w,n-1}(Ap) = q, \\ p(\xi) = \sigma. \end{cases}\]

The projection operator \( \Pi_{w,n} \), \( n \in \mathbb{N} \), has been introduced in section 2.4.

For example, when \( n = 4 \), problem (7.3.3) is equivalent to the following system:

\[(7.3.4) \quad \begin{bmatrix} A & * & 0 & * \\ 0 & A & * & 0 \\ 0 & 0 & A & * \\ * & * & * & * \end{bmatrix} \begin{bmatrix} c_0 \\ c_1 \\ c_2 \\ c_3 \end{bmatrix} = \begin{bmatrix} d_0 \\ d_1 \\ d_2 \\ d_3 \end{bmatrix},\]

where the \( d_k \)'s are the Fourier coefficients of \( q \), and the symbol * denotes the non zero entries. Due to the special structure of the matrix in (7.3.4), the polynomial \( p \) in (7.3.3) can be computed by Gauss elimination with a cost proportional to \( n^2 \). However, the situation gets far more complicated when \( A : I \to \mathbb{R} \) is a non constant function. In this case the matrix associated to the system is full (see section 2.4).
Next, consider second-order derivatives. Now, two additional conditions are required to select a unique primitive function. Since there are several possibilities, we only consider one example. Let $A, B, \sigma_1, \sigma_2, \sigma_3, \sigma_4$ be real constants and $q \in P_{n-2}, n \geq 2$.

In the ultraspherical case, one is concerned with finding $p \in P_n$ such that

\[
\begin{cases}
-p'' + \Pi_{w,n-2}(Ap' + Bp) = q, \\
p(-1) = \sigma_1, \\
p(1) = \sigma_2.
\end{cases}
\]

(7.3.5)

For instance, when $n = 5$, problem (7.3.5) leads to a linear system of the form

\[
\begin{bmatrix}
B & * & * & * & * \\
0 & B & * & * & * \\
0 & 0 & B & * & * \\
0 & 0 & 0 & B & * \\
* & * & * & * & *
\end{bmatrix}
\begin{bmatrix}
c_0 \\
c_1 \\
c_2 \\
c_3 \\
c_4 \\
c_5
\end{bmatrix}
=
\begin{bmatrix}
d_0 \\
d_1 \\
d_2 \\
d_3 \\
\sigma_1 \\
\sigma_2
\end{bmatrix},
\]

(7.3.6)

where the $d_k$'s are the Fourier coefficients of $q$. Again, this can be solved with a direct procedure with a cost proportional to $n^2$.

From (1.3.2) and (1.3.3), in the ultraspherical case we have $u_k(1) = (-1)^ku_k(-1), k \in \mathbb{N}$. This implies

\[
2 \sum_{k=0}^{n} c_k u_k(1) = \sigma_1 + \sigma_2, \quad 2 \sum_{k=1}^{n} c_k u_k(1) = \sigma_1 - \sigma_2.
\]

(7.3.7)

Therefore, when $A = 0$, (7.3.6) can be decoupled into the subsystems

\[
\begin{bmatrix}
B & * & * \\
0 & B & * \\
* & * & *
\end{bmatrix}
\begin{bmatrix}
c_0 \\
c_2 \\
c_4
\end{bmatrix}
=
\begin{bmatrix}
d_0 \\
d_2 \\
\sigma_1 + \sigma_2
\end{bmatrix},
\begin{bmatrix}
B & * & * \\
0 & B & * \\
* & * & *
\end{bmatrix}
\begin{bmatrix}
c_1 \\
c_3 \\
c_5
\end{bmatrix}
=
\begin{bmatrix}
d_1 \\
d_3 \\
\sigma_1 - \sigma_2
\end{bmatrix}.
\]

(7.3.8)

This is because $c^{(2)}_i, \ 0 \leq i \leq n - 2$, is a linear combination of $c_j, \ i + 2 \leq j \leq n$, where $i + j$ is even (see for instance (7.1.9) and (7.1.10)). Following this idea, a fast algorithm for the solution of (7.3.5) is presented in CLENSHAW(1957), for the Chebyshev case. Further hints are given in CANUTO, HUSSAINI, QUARTERONI and ZANG(1988), p.129, and BOYD(1989), p.380.
Different boundary conditions can be examined. For $B > 0$, typical conditions are obtained by imposing $p'(-1) = \sigma_1$, $p'(1) = \sigma_2$. The last two rows in (7.3.6) have to be changed accordingly.

One can also assume that $A$ and $B$ are non constant functions in $I$. This implies that the matrix relative to the system (7.3.5) is full. Moreover, the expression of the Fourier coefficients of the term $\Pi_{w,n-2}(Ap' + Bp)$, $n \geq 2$, is quite involved (see section 2.4). As we see in the next section, it is more natural to treat these kind of problems in the physical space. Starting from a different approach, further methods to impose boundary conditions in the frequency space will be analyzed in section 9.4. Suggestions for the treatment of the Laguerre and Hermite cases are given in section 9.5.

### 7.4 Boundary conditions in the physical space

It is standard to work with Gauss-Lobatto nodes in the Jacobi case and Gauss-Radau nodes in the Laguerre case, since these actually include the boundary points of the domain $\bar{I}$. Applications of the Gauss-Radau nodes in (3.1.13) and (3.1.14) have been considered in Canuto and Quarteroni (1982b) for boundary conditions on one side of the interval $[-1, 1]$. We give a survey of the cases that can occur in the discretization of linear boundary-value problems in one dimension. The study of the generating equations and of the behavior of the approximated solutions, when the number of nodes increases, are the subject of chapter nine.

As usual, we first consider the Jacobi case. The problem of inverting the derivative operator in the space of polynomials can be formulated as follows. Let us assume that $\xi = -1$ (similar arguments apply when $\xi = 1$). Let $q$ be a polynomial in $\mathbf{P}_{n-1}$, $n \geq 1$. We are concerned with finding $p \in \mathbf{P}_n$ such that $p' = q$ and $p(\xi) = \sigma$, where $\sigma \in \mathbf{R}$. Evaluating these expressions at the nodes, we end up with the following set of equations:
This is equivalent to a linear system in the unknowns \( p(\eta_i^{(n)}) \), \( 0 \leq i \leq n \). For example, when \( n = 3 \), with the notations of section 7.2, we get

\[
\begin{bmatrix}
1 & 0 & 0 & 0 \\
\tilde{d}^{(1)}_{10} & \tilde{d}^{(1)}_{11} & \tilde{d}^{(1)}_{12} & \tilde{d}^{(1)}_{13} \\
\tilde{d}^{(1)}_{20} & \tilde{d}^{(1)}_{21} & \tilde{d}^{(1)}_{22} & \tilde{d}^{(1)}_{23} \\
\tilde{d}^{(1)}_{30} & \tilde{d}^{(1)}_{31} & \tilde{d}^{(1)}_{32} & \tilde{d}^{(1)}_{33}
\end{bmatrix}
\begin{bmatrix}
p(\eta_0^{(n)}) \\
p(\eta_1^{(n)}) \\
p(\eta_2^{(n)}) \\
p(\eta_3^{(n)})
\end{bmatrix}
= \begin{bmatrix}
\sigma \\
q(\eta_1^{(n)}) \\
q(\eta_2^{(n)}) \\
q(\eta_3^{(n)})
\end{bmatrix}.
\]

If \( r \in P_n \) is the solution of (7.4.2) with \( \sigma = 0 \), we note that \( r \) satisfies

\[
\begin{bmatrix}
\tilde{d}^{(1)}_{11} & \tilde{d}^{(1)}_{12} & \tilde{d}^{(1)}_{13} \\
\tilde{d}^{(1)}_{21} & \tilde{d}^{(1)}_{22} & \tilde{d}^{(1)}_{23} \\
\tilde{d}^{(1)}_{31} & \tilde{d}^{(1)}_{32} & \tilde{d}^{(1)}_{33}
\end{bmatrix}
\begin{bmatrix}
r(\eta_1^{(n)}) \\
r(\eta_2^{(n)}) \\
r(\eta_3^{(n)})
\end{bmatrix}
= \begin{bmatrix}
q(\eta_1^{(n)}) \\
q(\eta_2^{(n)}) \\
q(\eta_3^{(n)})
\end{bmatrix}.
\]

Therefore, we reduced the initial \((n + 1) \times (n + 1)\) system to a \( n \times n \) system. The final solution is then obtained by setting \( p = r + \sigma \).

Another interesting problem is stated as follows. For \( q \in P_n \) and \( \gamma \in \mathbb{R} \), \( \gamma \neq 0 \), find \( p \in P_n \) such that

\[
\begin{cases}
p'(\eta_i^{(n)}) = q(\eta_i^{(n)}) & 1 \leq i \leq n, \\
p'(\eta_0^{(n)}) + \gamma p(\eta_0^{(n)}) = q(\eta_0^{(n)}) + \gamma \sigma.
\end{cases}
\]

We observe that now the boundary constraint is not exactly imposed. Actually, we are trying to enforce both the equation and the boundary condition at the point \( \eta_0^{(n)} \). Using the Lagrange polynomials introduced in theorem 3.2.1, an equivalent formulation is:
The corresponding system is obtained by adding to the matrix of system (7.4.1), the polynomial approximation of differential equations

\[ p' + \gamma [p(\eta_0^{(n)}) - \sigma \tilde{\eta}_0^{(n)}] = q. \]

This kind of approach was proposed in Funaro and Gottlieb (1988) for Chebyshev nodes. In terms of matrices, this is equivalent to (we take for instance \( n = 3 \))

\[ \begin{bmatrix} d_{00}^{(1)} + \gamma & d_{01}^{(1)} & d_{02}^{(1)} & d_{03}^{(1)} \\ d_{10}^{(1)} & d_{11}^{(1)} & d_{12}^{(1)} & d_{13}^{(1)} \\ d_{20}^{(1)} & d_{21}^{(1)} & d_{22}^{(1)} & d_{23}^{(1)} \\ d_{30}^{(1)} & d_{31}^{(1)} & d_{32}^{(1)} & d_{33}^{(1)} \end{bmatrix} \begin{bmatrix} p(\eta_0^{(n)}) \\ p(\eta_1^{(n)}) \\ p(\eta_2^{(n)}) \\ p(\eta_3^{(n)}) \end{bmatrix} = \begin{bmatrix} q(\eta_0^{(n)}) + \gamma \sigma \\ q(\eta_1^{(n)}) \\ q(\eta_2^{(n)}) \\ q(\eta_3^{(n)}) \end{bmatrix}. \]

If \( \gamma = 0 \), (7.4.4) is not a well-posed problem, because the determinant of the corresponding matrix vanishes. Also note that, if \( q \in P_{n-1} \), problems (7.4.1) and (7.4.4) are equivalent. Indeed, in this case, the \( n \) conditions \( p'(\eta_i^{(n)}) = q(\eta_i^{(n)}) \), \( 1 \leq i \leq n \), imply that \( p' \equiv q \) in \( \bar{I} \), hence \( p'(\eta_0^{(n)}) = q(\eta_0^{(n)}) \). Since \( \gamma \neq 0 \), we obtain the equivalence.

Let \( A : \bar{I} \to \mathbb{R} \) be a continuous function. A generalization of problem (7.4.1) is obtained by setting

\[ \begin{cases} p'(\eta_i^{(n)}) + (Ap)(\eta_i^{(n)}) = q(\eta_i^{(n)}) & 1 \leq i \leq n, \\ p(\eta_0^{(n)}) = \sigma, \end{cases} \]

where \( q \in P_{n-1} \) and \( \sigma \in \mathbb{R} \).

The corresponding system is obtained by adding to the matrix of system (7.4.1), the \((n + 1) \times (n + 1)\) diagonal matrix \( \text{diag}\{0, A(\eta_1^{(n)}), \ldots, A(\eta_n^{(n)})\} \).

Problem (7.4.4) is generalized in a similar way. In particular, (7.4.5) becomes

\[ p' + I_{w, n}(Ap) + \gamma [p(\eta_0^{(n)}) - \sigma \tilde{\eta}_0^{(n)}] = q, \]

where \( q \in P_n \), \( \sigma \in \mathbb{R} \), and \( \gamma \in \mathbb{R} \), \( \gamma \neq 0 \). Now, we must add to the matrix relative to (7.4.4), the \((n + 1) \times (n + 1)\) diagonal matrix \( \text{diag}\{A(\eta_0^{(n)}), A(\eta_1^{(n)}), \ldots, A(\eta_n^{(n)})\} \).
Let us consider now second-order problems. Let $q$ be a polynomial in $P_{n-2}$, $n \geq 2$. For $\sigma_1, \sigma_2 \in \mathbb{R}$, one is concerned with finding $p \in P_n$ such that

\[
\begin{align*}
-p''(\eta_i^{(n)}) &= q(\eta_i^{(n)}) & 1 \leq i \leq n-1, \\
p(\eta_0^{(n)}) &= \sigma_1, \\
p(\eta_n^{(n)}) &= \sigma_2.
\end{align*}
\]

(7.4.9)

This corresponds to find the solution of a linear system. We show the case $n = 3$:

\[
\begin{bmatrix}
1 & 0 & 0 & 0 \\
-\tilde{d}_{10}^{(2)} & -\tilde{d}_{11}^{(2)} & -\tilde{d}_{12}^{(2)} & -\tilde{d}_{13}^{(2)} \\
-\tilde{d}_{20}^{(2)} & -\tilde{d}_{21}^{(2)} & -\tilde{d}_{22}^{(2)} & -\tilde{d}_{23}^{(2)} \\
0 & 0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
p(\eta_0^{(n)}) \\
p(\eta_1^{(n)}) \\
p(\eta_2^{(n)}) \\
p(\eta_3^{(n)})
\end{bmatrix}
= 
\begin{bmatrix}
\sigma_1 \\
q(\eta_1^{(n)}) \\
q(\eta_2^{(n)}) \\
\sigma_2
\end{bmatrix}
\]

(7.4.10)

Let $r$ be the solution of (7.4.10) with $\sigma_1 = \sigma_2 = 0$. Thus, we can eliminate two unknowns and reduce the system to

\[
\begin{bmatrix}
-\tilde{d}_{11}^{(2)} & -\tilde{d}_{12}^{(2)} \\
-\tilde{d}_{21}^{(2)} & -\tilde{d}_{22}^{(2)}
\end{bmatrix}
\begin{bmatrix}
r(\eta_1^{(n)}) \\
r(\eta_2^{(n)})
\end{bmatrix}
= 
\begin{bmatrix}
q(\eta_1^{(n)}) \\
q(\eta_2^{(n)})
\end{bmatrix}
\]

(7.4.11)

Finally, we recover $p$ from the relation $p(x) = r(x) + \frac{1}{2}(1-x)\sigma_1 + \frac{1}{2}(1+x)\sigma_2$, $\forall x \in \bar{I}$. Of course, this procedure applies for any $n \geq 2$. We note that the matrix in (7.4.11) is not the square of some first derivative matrix.

Problem (7.4.9) is generalized as follows:

\[
\begin{align*}
-p''(\eta_i^{(n)}) + (Bp' + Ap)(\eta_i^{(n)}) &= q(\eta_i^{(n)}) & 1 \leq i \leq n-1, \\
p(\eta_0^{(n)}) &= \sigma_1, \\
p(\eta_n^{(n)}) &= \sigma_2,
\end{align*}
\]

(7.4.12)

where $A$ and $B$ are continuous functions in $\bar{I}$. 
Different boundary conditions are possible. A classical problem is to find $p \in P_n$ such that

\[
\begin{align*}
\begin{cases}
-p''(\eta_i^{(n)}) + \mu p(\eta_i^{(n)}) = q(\eta_i^{(n)}) & 1 \leq i \leq n-1, \\
p'(\eta_0^{(n)}) = & -\sigma_1, \\
p'(\eta_n^{(n)}) = & \sigma_2,
\end{cases}
\end{align*}
\]

(7.4.13)

where $q \in P_{n-2}$, $\sigma_1, \sigma_2 \in \mathbb{R}$, and $\mu > 0$.

We changed the sign at relation $p'(\eta_0^{(n)}) = \sigma_1$ for a reason that will be understood in section 8.2. The matrix associated to (7.4.13), for $n = 3$, takes the form

\[
\begin{pmatrix}
-\tilde{d}_{00}^{(1)} & -\tilde{d}_{01}^{(1)} & -\tilde{d}_{02}^{(1)} & -\tilde{d}_{03}^{(1)} \\
-\tilde{d}_{10}^{(2)} & -\tilde{d}_{11}^{(2)} + \mu & -\tilde{d}_{12}^{(2)} & -\tilde{d}_{13}^{(2)} \\
-\tilde{d}_{20}^{(2)} & -\tilde{d}_{21}^{(2)} & -\tilde{d}_{22}^{(2)} + \mu & -\tilde{d}_{23}^{(2)} \\
\tilde{d}_{30}^{(1)} & \tilde{d}_{31}^{(1)} & \tilde{d}_{32}^{(1)} & \tilde{d}_{33}^{(1)}
\end{pmatrix}
\begin{pmatrix}
p(\eta_0^{(n)}) \\
p(\eta_1^{(n)}) \\
p(\eta_2^{(n)}) \\
p(\eta_3^{(n)})
\end{pmatrix}
= 
\begin{pmatrix}
-\sigma_1 \\
q(\eta_1^{(n)}) \\
q(\eta_2^{(n)}) \\
\sigma_2
\end{pmatrix}.
\]

(7.4.14)

This situation can be easily generalized to mixed type boundary conditions, such as

\[
\begin{align*}
\begin{cases}
\tau_1 p'(-1) + \tau_2 p(-1) = & \sigma_1 \\
\tau_3 p'(1) + \tau_4 p(1) = & \sigma_2
\end{cases}
\quad \tau_i \in \mathbb{R}, \ 1 \leq i \leq 4.
\end{align*}
\]

(7.4.15)

Here $\tau_1$ and $\tau_2$ (as well as $\tau_3$ and $\tau_4$) do not vanish simultaneously.

A suitable modification furnishes another formulation. Let $q \in P_n$, $\sigma_1, \sigma_2 \in \mathbb{R}$, $\mu > 0$ and $\gamma \in \mathbb{R}$ with $\gamma \neq 0$. Then, we seek $p \in P_n$ such that

\[
\begin{align*}
\begin{cases}
-p''(\eta_i^{(n)}) + \mu p(\eta_i^{(n)}) = q(\eta_i^{(n)}) & 1 \leq i \leq n-1, \\
-p''(\eta_0^{(n)}) + \mu p(\eta_0^{(n)}) - \gamma p'(\eta_0^{(n)}) = q(\eta_0^{(n)}) - \gamma \sigma_1, \\
-p''(\eta_n^{(n)}) + \mu p(\eta_n^{(n)}) + \gamma p'(\eta_n^{(n)}) = q(\eta_n^{(n)}) + \gamma \sigma_2.
\end{cases}
\end{align*}
\]

(7.4.16)
Alternative techniques are presented in the chapter. The reason for using these types of boundary conditions will be explained in section 9.4.

This approach was introduced in FUNARO (1986) for Legendre nodes, and in FUNARO (1988) for Chebyshev nodes. For $n = 3$, we present the relative linear system

\[ -d_{00}^{(2)} - \gamma d_{00}^{(1)} + \mu = -d_{10}^{(2)} - \gamma d_{10}^{(1)} - d_{01}^{(2)} - \gamma d_{01}^{(1)} - d_{02}^{(2)} - \gamma d_{02}^{(1)} - d_{03}^{(2)} - \gamma d_{03}^{(1)} \]

\[ -d_{10}^{(2)} - d_{11}^{(2)} + \mu = -d_{12}^{(2)} - d_{13}^{(2)} \]

\[ -d_{20}^{(2)} - d_{21}^{(2)} + \mu = -d_{22}^{(2)} - d_{23}^{(2)} \]

\[ -d_{30}^{(2)} + \gamma d_{30}^{(1)} - d_{31}^{(2)} + \gamma d_{31}^{(1)} - d_{32}^{(2)} + \gamma d_{32}^{(1)} - d_{33}^{(2)} + \gamma d_{33}^{(1)} + \mu \]

\[
\begin{bmatrix}
    p^{(n)}_0 \\
    p^{(n)}_1 \\
    p^{(n)}_2 \\
    p^{(n)}_3
\end{bmatrix}
\times
\begin{bmatrix}
    p^{(n)}_0 \\
    p^{(n)}_1 \\
    p^{(n)}_2 \\
    p^{(n)}_3
\end{bmatrix}
= 
\begin{bmatrix}
    q^{(n)}_0 - \gamma \sigma_1 \\
    q^{(n)}_1 \\
    q^{(n)}_2 \\
    q^{(n)}_3 + \gamma \sigma_2
\end{bmatrix}
\]

The reason for using these types of boundary conditions will be explained in section 9.4. Alternative techniques are presented in CANUTO (1986).

We now investigate fourth-order problems. A classical example is to find $p \in P_{n+2}$, $n \geq 2$, such that

\[
\begin{cases}
    p^{'4}(\eta_i^{(n)}) = q(\eta_i^{(n)}) & 1 \leq i \leq n - 1, \\
    p(\eta_0^{(n)}) = \sigma_1, & p(\eta_n^{(n)}) = \sigma_2, \\
    p'(\eta_0^{(n)}) = \sigma_3, & p'(\eta_n^{(n)}) = \sigma_4,
\end{cases}
\]

where $q \in P_{n-2}$ and $\sigma_k \in \mathbb{R}$, $1 \leq k \leq 4$. For the purpose of writing the associated linear system, we construct the unique polynomial $s \in P_3$ that satisfies the same boundary conditions as $p$: 
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\[ s(x) := \frac{1}{4} \left[ 2\sigma_1 + 2\sigma_2 + \sigma_3 - \sigma_4 + (3\sigma_2 - 3\sigma_1 - \sigma_3 - \sigma_4)x \right. \]
\[ \left. + (\sigma_4 - \sigma_3)x^2 + (\sigma_1 - \sigma_2 + \sigma_3 + \sigma_4)x^3 \right], \quad \forall x \in \bar{I}. \]

Then, \( r := p - s \in P_{n+2} \), is expressed as follows (see also FUNARO and HEINRICHS (1990)):

\[ r(x) = \sum_{j=1}^{n-1} \frac{1}{1 - (\eta_j^{(n)})^2} \left[ p(\eta_j^{(n)}) - s(\eta_j^{(n)}) \right] \frac{1 - x^2}{1 - (\eta_j^{(n)})^2} \tilde{p}_j^{(n)}(x), \quad \forall x \in \bar{I}, \]

where we noted that \( r(\pm 1) = r'(-1) = 0 \). Deriving this relation four times and evaluating at the nodes, finally leads to the \((n-1) \times (n-1)\) system

\[ \sum_{j=1}^{n-1} \left[ 1 - (\eta_i^{(n)})^2 \right] d_{ij}^{(4)} - 8\eta_i^{(n)} d_{ij}^{(3)} - 12 \tilde{d}_{ij}^{(2)} \right] r(\eta_j^{(n)}) = q(\eta_i^{(n)}), \]
\[ 1 \leq i \leq n - 1. \]

Once \( r \) is computed, we determine \( p \) from the expression (7.4.20).

Let us analyze another example. We wish to find \( p \in P_{n+2}, n \geq 2, \) such that

\[ \begin{cases} 
 p^{IV}(\eta_i^{(n)}) = q(\eta_i^{(n)}) & 1 \leq i \leq n - 1, \\
 p(\eta_0^{(n)}) = \sigma_1, & p(\eta_{n}^{(n)}) = \sigma_2, \\
 p''(\eta_0^{(n)}) = \sigma_3, & p''(\eta_{n}^{(n)}) = \sigma_4, 
\end{cases} \]

where \( q \in P_{n-2} \) and \( \sigma_k \in \mathbb{R}, 1 \leq k \leq 4 \). Again, it is sufficient to solve a \((n-1) \times (n-1)\) linear system in the unknowns \( r(\eta_j^{(n)}), 1 \leq j \leq n - 1 \), where \( r := p - s \) and \( s \in P_3 \) is now given by

\[ s(x) := \frac{1}{12} \left[ 6\sigma_1 + 6\sigma_2 - 3\sigma_3 - 3\sigma_4 + (6\sigma_2 - 6\sigma_1 + \sigma_3 - \sigma_4)x 
\right. \]
\[ \left. + (3\sigma_3 + 3\sigma_4)x^2 + (\sigma_4 - \sigma_3)x^3 \right], \quad \forall x \in \bar{I}. \]
The matrix is given by squaring the equivalent of the matrix in (7.4.11), for a general \( n \geq 2 \). In fact, (7.4.23) can be decoupled, with the substitution \( \hat{p} := p'' \), into two consecutive second order systems.

We finally conclude with some examples relative to unbounded domains. Let us consider first the case \( I = ]0, +\infty[. \) Here, problems are formulated in the space of Laguerre functions (see sections 6.7 and 9.5). For \( Q \in S_{n-2}, \; n \geq 2, \; \sigma \in \mathbb{R} \) and \( \mu > 0 \), we are concerned with finding the solution \( P \in S_{n-1} \) of the problem

\[
\begin{cases}
-\frac{\partial^2}{\partial \eta_i^2}(\eta_i^{(n)}) + \mu \frac{\partial}{\partial \eta_i}(\eta_i^{(n)}) = Q(\eta_i^{(n)}), & 1 \leq i \leq n-1, \\
P(\eta_0^{(n)}) = \sigma,
\end{cases}
\]

where the \( \eta_i^{(n)} \)'s are the Laguerre Gauss-Radau nodes (see section 3.6). By setting \( q(x) := Q(x)e^x, \; p(x) := P(x)e^x, \; \forall x \in ]0, +\infty[ \), we get an equivalent formulation in the space of polynomials

\[
\begin{cases}
-\frac{\partial^2}{\partial \xi_i^2}(\xi_i^{(n)}) + 2 \frac{\partial}{\partial \xi_i}(\xi_i^{(n)}) + (\mu - 1)\xi_i^{(n)} = q(\xi_i^{(n)}), & 1 \leq i \leq n-1, \\
\frac{\partial}{\partial \eta_0}(\eta^{(n)}) = \sigma.
\end{cases}
\]

This leads to a \( n \times n \) linear system. The entries of the corresponding matrix are obtained in the usual way. Similar considerations hold for other types of boundary conditions. We remark that we only have one boundary point for a second-order equation. Nevertheless, problem (7.4.25) admits a unique solution. Actually, another condition is implicitly assumed by observing that \( P \) decays to zero at infinity exponentially fast. More details are given in section 9.5.

For the Hermite case there are no boundary points. Let us discuss an example. The generating problem will be given in section 10.2. Let \( Q \in S_{n-1}, \; n \geq 1, \) be a Hermite function and \( \mu > 0 \). We want to find \( P \in S_{n-1} \) such that

\[
-\frac{\partial^2}{\partial \xi_i^2}(\xi_i^{(n)}) - 2 \xi_i^{(n)} \frac{\partial}{\partial \xi_i}(\xi_i^{(n)}) + \mu \frac{\partial}{\partial \xi_i}(\xi_i^{(n)}) = Q(\xi_i^{(n)}), \quad 1 \leq i \leq n,
\]
where the $\xi_i^{(n)}$’s are the zeroes of $H_n$. Boundary conditions are replaced by the relation \( \lim_{x \to \pm \infty} P(x) = 0 \). By the substitution of \( q(x) := Q(x)e^{x^2}, \ p(x) := P(x)e^{x^2}, \ x \in \mathbb{R}, \) into (7.4.27) we recover the corresponding problem in $P_{n-1}$, i.e.

\[
-\frac{d^2}{d\xi_i^{(n)}} p(\xi_i^{(n)}) + 2\xi_i^{(n)} \frac{d}{d\xi_i^{(n)}} p(\xi_i^{(n)}) + \mu p(\xi_i^{(n)}) = q(\xi_i^{(n)}), \quad 1 \leq i \leq n.
\]

This leads to a non singular $n \times n$ linear system in the unknowns $p(\xi_i^{(n)})$, $1 \leq j \leq n$.

### 7.5 Derivatives of scaled functions

Following the suggestions given in FUNARO (1990a) and in section 1.6, with the help of the scaling function (1.6.13), we can in part reduce the problems associated with the numerical evaluation of high degree Laguerre or Hermite polynomials.

For example, starting from the matrix in (7.2.15), we define a new matrix by setting

\[
(7.5.1) \quad \hat{d}_{ij}^{(1)} := \tilde{d}_{ij}^{(1)} S_n^{(\alpha)}(\eta_i^{(n)}) \left[ S_n^{(\alpha)}(\eta_j^{(n)}) \right]^{-1}, \quad 0 \leq i \leq n-1, \quad 0 \leq j \leq n-1.
\]

Let $p$ be a polynomial in $P_{n-1}$, $n \geq 1$. Then we define $\hat{p} := S_n^{(\alpha)} p$. Now, one has

\[
(7.5.2) \quad \sum_{j=0}^{n-1} \hat{d}_{ij}^{(1)} \hat{p}(\eta_j^{(n)}) = S_n^{(\alpha)}(\eta_i^{(n)}) p'(\eta_i^{(n)}), \quad 0 \leq i \leq n-1.
\]

Thus, the matrix $\hat{D}_n := \{ \hat{d}_{ij}^{(1)} \}_{0 \leq i \leq n-1}^{0 \leq j \leq n-1}$ acts on the scaled polynomial $\hat{p}$ and leads to its scaled derivative. The values at the nodes of these functions are in general more appropriate for numerical purposes. Moreover, let us better examine the entries of $\hat{D}_n$.

From (1.6.12), (1.6.13) and (7.5.1), we have
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(7.5.3) \[ \hat{d}_{ij}^{(1)} = \begin{cases} \frac{n - 1}{\alpha + 2} & i = j = 0, \\ \frac{\alpha + 1}{\eta_i^{(n)}} \hat{L}_n^{(\alpha)}(\eta_i^{(n)}) & 1 \leq i \leq n - 1, \ j = 0, \\ \frac{-1}{(\alpha + 1) \eta_j^{(n)} \hat{L}_n^{(\alpha)}(\eta_j^{(n)})} & i = 0, \ 1 \leq j \leq n - 1, \\ \frac{\hat{L}_n^{(\alpha)}(\eta_i^{(n)})}{\hat{L}_n^{(\alpha)}(\eta_j^{(n)})} \frac{1}{\eta_i^{(n)} - \eta_j^{(n)}} & 1 \leq i \leq n - 1, \ 1 \leq j \leq n - 1, \ i \neq j, \\ \frac{\eta_i^{(n)} - \alpha}{2 \eta_i^{(n)}} & 1 \leq i = j \leq n - 1. \end{cases} \]

All the coefficients are now computed in terms of the scaled Laguerre functions. Second-order derivative operators are obtained by squaring \( \hat{D}_n \). The corresponding entries are denoted by \( \hat{d}_{ij}^{(2)} \), \( 0 \leq i \leq n - 1, \ 0 \leq j \leq n - 1 \).

It is clear that problem (7.4.26) is equivalent to the following one:

(7.5.4) \[ \sum_{j=0}^{n-1} \left[-\hat{d}_{ij}^{(2)} + 2\hat{d}_{ij}^{(1)} + (\mu - 1)\delta_{ij}\right] \hat{p}(\eta_j^{(n)}) = \hat{q}(\eta_i^{(n)}), \ 1 \leq i \leq n - 1, \]

where \( \hat{q} := S_n^{(\alpha)}q \).

Hence, we obtain a linear system in the unknowns \( \hat{p}(\eta_j^{(n)}) \), \( 0 \leq j \leq n - 1 \), with the advantage of having now a matrix which is less affected by rounding errors.

To evaluate the weighted norm of \( p \), it is not necessary to go back to the quantities \( p(\eta_j^{(n)}) \), \( 0 \leq j \leq n - 1 \). We can instead use (3.10.7).

In the Hermite case, the entries in (7.2.5) are modified as follows:
(7.5.5) \( \hat{d}^{(1)}_{ij} := d^{(1)}_{ij} \left( -\frac{1}{2} \right)^{n/2} \left( [\xi^{(n)}_i]^2 \right) \left[ \left( -\frac{1}{2} \right)^{n/2} [\xi^{(n)}_j]^2 \right]^{-1} \) if \( n \) is even,

(7.5.6) \( \hat{d}^{(1)}_{ij} := d^{(1)}_{ij} \xi^{(n)}_i \left( n-1 \right)^{1/2} \left( [\xi^{(n)}_i]^2 \right) \left[ \xi^{(n)}_j \left( n-1 \right)^{1/2} [\xi^{(n)}_j]^2 \right]^{-1} \) if \( n \) is odd,

\[ 1 \leq i \leq n, \ 1 \leq j \leq n. \]

By (1.7.11) and (1.7.12), the above relations imply

(7.5.7) \( \hat{d}^{(1)}_{ij} = \begin{cases} \xi^{(n)}_i \hat{H}'_n(\xi^{(n)}_i) \xi^{(n)}_j \hat{H}'_n(\xi^{(n)}_j) \frac{1}{\xi^{(n)}_i - \xi^{(n)}_j} & \text{if } i \neq j, \\ \xi^{(n)}_i & \text{if } i = j. \end{cases} \)

Therefore, we transform (7.4.28) to an equivalent problem where the unknown is the polynomial \( p \) multiplied by the scaling function.

### 7.6 Numerical solution

Various techniques are available for the numerical solution of the systems presented in the previous sections. Basic algorithms are discussed in all the comprehensive books on numerical analysis. We mention for instance FOX(1964), RALSTON(1965), ISAACSON and KELLER(1966), DAHLQUIST and BJÖRCK(1974), HAGEMAN and YOUNG(1981), COMINCIOLI(1990).

To take full advantage of the accurate results obtainable with spectral methods, we always suggest that one operates with programs written in double precision (i.e., 64 bits for a real number storage).

In this book, we are only concerned with the discretization of differential equations in one variable. For this reason, the dimension \( n \) of the matrices is in general small.
Only in a very few large-scale computations $n$ is bigger than 100 (over 200 in extreme cases). In most of the applications $n$ does not exceed 30. In this case it is convenient to use a \textit{direct method}, such as Gauss elimination with maximal pivots, rather than an \textit{iterative method}. Direct factorization (such as \textit{LU} decomposition) is recommended when the same system has to be solved several times with different data sets. It is well known that the global cost of these procedures is proportional to $n^3$.

As we shall see in chapter thirteen, for partial differential equations, the derivative matrices in each variable have basically the same structure as those described here. This is because spectral methods are usually applied to boundary value problems, defined on domains obtained by direct product of intervals (rectangles, cubes, and so forth). In this context, to save both computer memory and CPU time, an iterative procedure is often preferable to a direct approach. A survey of the most popular iterative algorithms in spectral methods is given in \textsc{Canuto, Hussaini, Quarteroni and Zang}(1988), chapter 5, and \textsc{Boyd}(1989), chapter 12. The development of these techniques is based on the analysis of problems in one variable. Therefore, a detailed study of the simplest situations will be helpful in finding new strategies.

A lot of problems are defined in the physical space (see section 7.4). The major drawback, however, is that the corresponding matrices are full and non symmetric. With the exception of the Chebyshev case, where the FFT algorithm considerably reduces the amount of operations (see sections 4.3 and 7.2), the cost of a matrix-vector multiplication is proportional to $n^2$. To be competitive, an iterative method has to reach an accurate solution in very few iterations. To achieve this goal, it is imperative to work with \textit{preconditioned matrices}. How to construct and implement this kind of matrix is discussed in the next chapter. For the moment, let us briefly recall some basic facts.

Let $D$ be a $n \times n$ matrix ($n \geq 1$) and $\bar{q}$ a given vector in $\mathbf{R}^n$. We want to determine the solution $\bar{p} \in \mathbf{R}^n$ of the linear system

\begin{equation}
D\bar{p} = \bar{q}, \quad \text{where } \det(D) \neq 0.
\end{equation}

A \textit{one-step} iterative method to evaluate $\bar{p}$ is obtained by introducing a new $n \times n$ non singular matrix $R$ and defining an initial guess $\bar{p}^{(0)} \in \mathbf{R}^n$. Successively, one constructs
the sequence of vectors such that

\[(7.6.2) \quad \bar{p}^{(k+1)} := (I - R^{-1}D)\bar{p}^{(k)} + R^{-1}\bar{q}, \quad k \in \mathbb{N},\]

where \(I\) is the identity matrix.

Denote by \(\rho(M) \geq 0\) the spectral radius of the matrix \(M := I - R^{-1}D\), i.e., the largest eigenvalue modulus among the, possibly complex, eigenvalues of \(M\). Then we have a classical convergence result (see for instance ISAACSON and KELLER(1966), p.63).

**Theorem 7.6.1** - *If \(M\) admits a diagonal form and \(\rho(M) < 1\), then we have \(\lim_{k \to +\infty} \bar{p}^{(k)} = \bar{p}\), where \(\bar{p}\) is the solution to (7.6.1).*

The closer \(\rho(M)\) is to zero, the faster the convergence will be, since it depends on the geometric progression \([\rho(M)]^k, \quad k \in \mathbb{N}\). Actually, when \(R = D\), we obtain the exact solution in one step.

Many famous schemes have their root in formula (7.6.2). The simplest is the Richardson method (see RICHARDSON(1910)) obtained by setting \(R^{-1} = \theta I\), where \(\theta \in \mathbb{R}\). Let us indicate by \(\lambda_m \in \mathbb{C}, 1 \leq m \leq n\), the eigenvalues of \(D\). If \(D\) admits a diagonal form and the following hypotheses are satisfied:

\[(7.6.3) \quad \text{Re}\lambda_m > 0 \quad \text{and} \quad 0 < \theta < \frac{2 \text{Re}\lambda_m}{|\lambda_m|^2}, \quad 1 \leq m \leq n,\]

then \(\rho(M) < 1\), and the Richardson scheme is convergent.

To proceed with our investigation, we need to know more about the eigenvalues of the matrices introduced in this chapter. This analysis is given in chapter eight.

Despite its simplicity, the Richardson scheme is useful to help understand the basic principles of iterative methods. Consequently, more elaborate iterative algorithms will not be discussed.
The behavior of the eigenvalues of the matrices introduced in chapter seven is interesting for two reasons. The first is related to the application of iterative methods for the solution of the corresponding systems of equations. The second is to examine the approximation of eigenvalue problems for differential operators, which arise in various applications in mathematical physics.

8.1 Eigenvalues of first derivative operators

All the eigenvalues of the derivative matrices presented in sections 7.1 and 7.2, are equal to zero. Actually, if there existed one eigenvalue different from zero, a corresponding polynomial eigenfunction would not vanish after repeated applications of the derivative operator. This is in contradiction to one of the fundamental theorems of calculus. The situation changes when we introduce auxiliary constraints, such as boundary conditions. Now, since the matrix is required to be non singular, all the corresponding eigenvalues must be different from zero.

Let us begin by analyzing the eigenvalues of the matrix associated with problem (7.4.1), relative to the Jacobi case with $n \geq 1$, $\alpha > -1$ and $\beta > -1$. More precisely,
we are concerned with finding \( n + 1 \) complex polynomials \( p_{n,m}, 0 \leq m \leq n \), of degree at most \( n \), and \( n + 1 \) complex numbers \( \lambda_{n,m}, 0 \leq m \leq n \), such that

\[
\begin{align*}
\left\{ \begin{array}{l}
p'_{n,m}(\eta_i^{(n)}) = \lambda_{n,m} p_{n,m}(\eta_i^{(n)}), \quad 1 \leq i \leq n, \\
p_{n,m}(\eta_0^{(n)}) = \lambda_{n,m} p_{n,m}(\eta_0^{(n)}),
\end{array} \right.
\end{align*}
\]

\( 0 \leq m \leq n \).

Each \( p_{n,m}, 0 \leq m \leq n \) (different from the zero function) is determined up to a constant factor. Let us suppose that \( p_{n,m}(\eta_0^{(n)}) \neq 0 \), for \( m = 0 \). Then, it is easy to realize that \( \lambda_{n,0} = 1 \). On the contrary, the remaining \( \lambda_{n,m}, 1 \leq m \leq n \), are eigenvalues of the \( n \times n \) matrix, obtained by assuming \( \sigma = 0 \) in (7.4.1) (in (7.4.3) we have an example for \( n = 3 \)). Therefore, except for \( m = 0 \), the eigenfunctions satisfy \( p_{n,m}(\eta_0^{(n)}) = 0 \).

In figures 8.1.1 to 8.1.4, we give the plot of the eigenvalues \( \lambda_{n,m}, 1 \leq m \leq n \), in the window \( [-4,12] \times [-12,12] \) of the complex plane. We considered respectively the four cases: \( \alpha = \beta = -.7, -.5, 0, .5 \). The integer \( n \) varies from 4 to 10. The eigenvalues, corresponding to the same value of \( n \), have been joined together by segments.

In the first three cases, all the eigenvalues lie in the half plane of the complex numbers with positive real part. In general, we are induced to conjecture that \( \text{Re}\lambda_{n,m} > 0 \), \( 1 \leq m \leq n \), when \( \alpha > -1, -1 < \beta \leq 0 \). Unfortunately, we do not have the proof of this fact. The statement has been proven in SOLOMONOFF and TURKEL (1989), for the Chebyshev case \( (\alpha = \beta = -.5) \), and could be adapted to other situations. Anyway, the proof is quite technical and we omit it.

We further characterize the eigenvalues with the following proposition.

**Theorem 8.1.1** - For \( 1 \leq m \leq n \), \( \lambda_{n,m} \) satisfies the relation

\[
\sum_{j=1}^{n} \left( \frac{d^j}{dx^j} \tilde{l}_0^{(n)}(-1) \right) \lambda_{n,m}^{-j} = 0,
\]

where the Lagrange polynomial \( \tilde{l}_0^{(n)} \) is defined in (3.2.8).
Figure 8.1.1 - Eigenvalues $\{\lambda_{n,m}\}_{1 \leq m \leq n}$ for $4 \leq n \leq 10$ and $\alpha = \beta = -0.7$.

Figure 8.1.2 - Eigenvalues $\{\lambda_{n,m}\}_{1 \leq m \leq n}$ for $4 \leq n \leq 10$ and $\alpha = \beta = -0.5$.

Figure 8.1.3 - Eigenvalues $\{\lambda_{n,m}\}_{1 \leq m \leq n}$ for $4 \leq n \leq 10$ and $\alpha = \beta = 0$.

Figure 8.1.4 - Eigenvalues $\{\lambda_{n,m}\}_{1 \leq m \leq n}$ for $4 \leq n \leq 10$ and $\alpha = \beta = 0.5$. 
Proof - The eigenfunctions are solutions of the equation
\[(8.1.3)\quad p'_{n,m} = \lambda_{n,m} p_{n,m} + p'_{n,m}(-1) \tilde{l}_0^{(n)}, \quad \text{in} \ I = [-1,1], \ 1 \leq m \leq n.\]

By differentiating the above expression \(k\) times, we get by recursion
\[(8.1.4)\quad \frac{d^{k+1}}{dx^{k+1}} p_{n,m} = \lambda_{n,m}^{k+1} p_{n,m} + p'_{n,m}(-1) \left[ \sum_{j=1}^{k} \left( \frac{d^j}{dx^j} \tilde{l}_0^{(n)} \right) \lambda_{n,m}^{k-j} \right], \quad 1 \leq m \leq n, \ k \geq 1.\]

Recalling that the derivative of order \(n+1\) of a polynomial of degree \(n\) is zero, and \(p_{n,m}(-1) = 0, \ 1 \leq m \leq n,\) we take \(k = n\) in (8.1.4) and evaluate at the point \(x = -1.\) This yields (8.1.2) (it is evident from (8.1.3) that \(p'_{n,m}(-1) \neq 0, \ 1 \leq m \leq n\)).

In other words, the \(\lambda_{n,m}\)'s are the roots of the characteristic polynomial of degree \(n\) associated with our eigenvalue problem. By directly solving the differential equation in (8.1.3), we obtain the following explicit expression for the eigenfunctions:
\[(8.1.5)\quad p_{n,m}(x) = p'_{n,m}(-1) e^{\lambda_{n,m} x} \int_{-1}^{x} e^{-\lambda_{n,m} t} \tilde{l}_0^{(n)}(t) \, dt, \quad x \in I, \ 1 \leq m \leq n.\]

Some properties can be deduced from formulas (8.1.2) and (8.1.5), but the most interesting conjectures follow from numerical experiments. We will give other specifications in section 8.3. We must pay attention when we carry out tests on problem (8.1.1). Indeed, in TREFETHEN and TRUMMER(1987), the authors note that disagreeable rounding errors occur when computing the eigenvalues without appropriate machine accuracy. Conclusions from careless computations could sometimes be misleading.

Let us proceed with our investigation. The eigenvalue problem associated with (7.4.4) is
\[(8.1.6)\begin{cases} p'_{n,m}(\eta_i^{(n)}) = \lambda_{n,m} p_{n,m}(\eta_i^{(n)}), & 1 \leq i \leq n, \\ p'_{n,m}(\eta_0^{(n)}) + \gamma p_{n,m}(\eta_0^{(n)}) = \lambda_{n,m} p_{n,m}(\eta_0^{(n)}), & 0 \leq m \leq n. \end{cases}\]
We find from numerical tests that the $\lambda_{n,m}$’s have positive real part when $-1 < \beta \leq 0$ and $\gamma > \gamma_n$, where $\gamma_n$, $n \geq 1$, is a positive real constant. This result is found in Funaro and Gottlieb (1988) for $\alpha = \beta = -1/2$. Here, we give a simplified version in the Legendre case.

**Theorem 8.1.2** - Let $\alpha = \beta = 0$. Then, for any $n \geq 1$, there exists a constant $\gamma_n > 0$, such that, for $\gamma > \gamma_n$, all the eigenvalues of problem (8.1.6) satisfy $\Re \lambda_{n,m} > 0$, $0 \leq m \leq n$.

**Proof** - We first note that $p_{n,m}(\eta_0^{(n)}) \neq 0$, $0 \leq m \leq n$. Otherwise, we would have the differential equation $p'_{n,m} = \lambda_{n,m}p_{n,m}$ which is satisfied only for $p_{n,m} \equiv 0$. Then, for $0 \leq m \leq n$, we get the relations (the upper bar denotes the complex conjugate)

$$(8.1.7) \quad \frac{d}{dx}(|p_{n,m}|^2)(\eta_i^{(n)}) = (p_{n,m}p'_{n,m} + p'_{n,m}p_{n,m})(\eta_i^{(n)})$$

$$= (\bar{\lambda}_{n,m}p_{n,m} + \lambda_{n,m}p_{n,m})p_{n,m}(\eta_i^{(n)}) = 2[|p_{n,m}|(\eta_i^{(n)})]^2\Re \lambda_{n,m}, \quad 1 \leq i \leq n,$$

$$(8.1.8) \quad 2\gamma[|p_{n,m}|(\eta_0^{(n)})]^2 + \frac{d}{dx}(|p_{n,m}|^2)(\eta_0^{(n)}) = 2[|p_{n,m}|(\eta_0^{(n)})]^2\Re \lambda_{n,m}.$$  

We multiply the expressions in (8.1.7), (8.1.8) by the weights $\bar{w}_i^{(n)}$, $0 \leq i \leq n$, given in (3.5.6). By summing over $i$, one obtains

$$(8.1.9) \quad 2\gamma[|p_{n,m}|(\eta_0^{(n)})]^2\bar{w}_0^{(n)} + \sum_{i=0}^{n} \frac{d}{dx}(|p_{n,m}|^2)(\eta_i^{(n)})\bar{w}_i^{(n)}$$

$$= 2\Re \lambda_{n,m}\sum_{i=0}^{n}[|p_{n,m}|(\eta_i^{(n)})]^2\bar{w}_i^{(n)}, \quad 0 \leq m \leq n.$$  

Since the weights are positive, it is sufficient to show that the term on the left-hand side of (8.1.9) is also positive. By virtue of formula (3.5.1) and theorem 3.5.1 ($w \equiv 1$), considering that $\frac{d}{dx}(|p_{n,m}|^2) \in P_{2n-1}$, we get
(8.1.10) \[ 2\gamma[p_{n,m}(|\eta_0^{(n)})|^2 \tilde{w}_0^{(n)} + \sum_{i=0}^{n} \frac{d}{dx}(|p_{n,m}|^2)(\eta_i^{(n)}) \tilde{w}_i^{(n)} = 2\gamma[|p_{n,m}|(|\eta_0^{(n)})|^2 \tilde{w}_0^{(n)} + \int_{-1}^{1} \frac{d}{dx}|p_{n,m}|^2 \, dx = (2\gamma \tilde{w}_0^{(n)} - 1)|p_{n,m}|(|\eta_0^{(n)})|^2 + |p_{n,m}|(|\eta_i^{(n)})|^2, \quad 0 \leq m \leq n. \]

By taking \( \gamma_n := (2\tilde{w}_0^{(n)})^{-1} = \frac{1}{4}n(n+1) \), we conclude the proof.

We note that \( \gamma_n \) must be proportional to \( n^2 \), to ensure that the eigenvalues have positive real part. This is also true for the Chebyshev case. In general, there is a real eigenvalue growing linearly with \( \gamma \). When \( \gamma \) tends to infinity, this eigenvalue diverges and the remaining \( n \) eigenvalues approach those of problem (8.1.1) for \( 1 \leq m \leq n \).

Heuristically, for \( \gamma = +\infty \), we are forcing the eigenfunctions to satisfy a vanishing boundary condition at the point \( x = -1 \).

Setting \( q = \lambda \) in (7.4.5) and arguing as in theorem 8.1.1, we obtain, for any \( \gamma \in \mathbb{R} \)

\begin{equation} \label{eq:8.1.11} \lambda_{n,m}^{n+1} + \gamma \lambda_{n,m}^n + \gamma \sum_{j=1}^{n} \left( \frac{d}{dx} \eta_0^{(n)}(-1) \right) \lambda_{n,m}^{n-j} = 0, \quad 0 \leq m \leq n. \end{equation}

For boundary conditions at \( x = 1 \), similar statements hold. Now, the counterparts of (8.1.1) and (8.1.6) are respectively the following ones:

\begin{equation} \label{eq:8.1.12} \begin{cases} -p'_{n,m}(\eta_i^{(n)}) = \lambda_{n,m} p_{n,m}(\eta_i^{(n)}), \quad 1 \leq i \leq n, \\ p_{n,m}(\eta_0^{(n)}) = \lambda_{n,m} p_{n,m}(\eta_0^{(n)}), \end{cases} \end{equation}

\begin{equation} \label{eq:8.1.13} \begin{cases} -p'_{n,m}(\eta_i^{(n)}) = \lambda_{n,m} p_{n,m}(\eta_i^{(n)}), \quad 1 \leq i \leq n, \\ -p'_{n,m}(\eta_0^{(n)}) + \gamma p_{n,m}(\eta_0^{(n)}) = \lambda_{n,m} p_{n,m}(\eta_0^{(n)}), \end{cases} \quad 0 \leq m \leq n. \end{equation}

The change in the sign ensures that the eigenvalues verify \( \text{Re}\lambda_{n,m} > 0, \ 0 \leq m \leq n \), provided that \( -1 < \alpha \leq 0, \ \beta > -1, \) and \( \gamma > \gamma_n > 0. \)
Finally, the analysis of the eigenvalue problems associated to (7.4.7) and (7.4.8) leads to positive real parts when $\alpha > -1$, $-1 < \beta \leq 0$, $\gamma > \gamma_n > 0$, and when $A$ is a non-negative function.

8.2 Eigenvalues of higher-order operators

Let us begin with the discussion of second-order problems in the Jacobi case. The eigenvalue problem corresponding to (7.4.9) consists in finding $n+1$ complex polynomials $p_{n,m}$, $0 \leq m \leq n$, of degree at most $n$ ($n \geq 2$), and $n+1$ complex numbers $\lambda_{n,m}$, $0 \leq m \leq n$, such that

\[
\begin{align*}
-p''_{n,m}(\eta^{(n)}_i) &= \lambda_{n,m} p_{n,m}(\eta^{(n)}_i), \quad 1 \leq i \leq n-1, \\
p_{n,m}(\eta^{(n)}_0) &= \lambda_{n,m} p_{n,m}(\eta^{(n)}_0), \\
p_{n,m}(\eta^{(n)}_n) &= \lambda_{n,m} p_{n,m}(\eta^{(n)}_n),
\end{align*}
\]

(8.2.1)

$0 \leq m \leq n$.

We assume that $p_{n,0}(\eta^{(n)}_0) \neq 0$ and $p_{n,n}(\eta^{(n)}_n) \neq 0$. This implies that $\lambda_{n,0} = \lambda_{n,n} = 1$. The other $n-1$ eigenvalues are obtained from the reduced system (7.4.9) after setting $\sigma_1 = \sigma_2 = 0$ (see for instance (7.4.11), corresponding to the case $n = 3$). The relative eigenfunctions satisfy $p_{n,m}(\eta^{(n)}_0) = p_{n,m}(\eta^{(n)}_n) = 0$, $1 \leq m \leq n - 1$.

To construct the characteristic polynomial, we argue as in theorem 8.1.1. We briefly outline the proof. This time, we start from the relation

\[
-p''_{n,m} = \lambda_{n,m} p_{n,m} + p''_{n,m}(-1) \tilde{l}_0^{(n)} + p''_{n,m}(1) \tilde{l}_n^{(n)}, \quad 1 \leq m \leq n-1.
\]

(8.2.2)

We differentiate both the terms of equality (8.2.2), until the left-hand side vanishes. Evaluating the resulting expression at the points $x = \pm 1$, leads to a $2 \times 2$ linear system in the unknowns $p''_{n,m}(-1)$ and $p''_{n,m}(1)$. The eigenfunction $p_{n,m}$ in (8.2.2) is not uniquely determined, since it can differ by a multiplicative constant. Hence, the determinant of the $2 \times 2$ system must vanish. Imposing this final condition yields the characteristic polynomial.
Also for problem (8.2.1), we have eigenvalues with positive real part. We first prove a preliminary result in the ultraspherical case.

**Lemma 8.2.1** - Let $\nu := \alpha = \beta$ with $-1 < \nu \leq 1$. Then we can find a constant $C > 0$ such that, for any $n \geq 2$ and $p \in P_n$ satisfying $p(\pm 1) = 0$, one has

$$
\int_{-1}^{1} p'(pw)' \, dx \geq C \int_{-1}^{1} [p']^2 w \, dx.
$$

**Proof** - We follow the guideline of the proof given in Canuto and Quarteroni (1981), in the case $\nu = -1/2$. First we have

$$
\int_{-1}^{1} p'(pw)' \, dx = \int_{-1}^{1} [p']^2 w \, dx - \frac{1}{2} \int_{-1}^{1} p^2 w'' \, dx,
$$

where we integrated by parts, using the condition $p(\pm 1) = 0$. If $0 \leq \nu \leq 1$, the proof is complete with $C = 1$, since $w'' \leq 0$. On the other hand, let $-1 < \nu < 0$ and define $\tau := \frac{\nu - 1}{2\nu} > 0$. Then, we have

$$
\int_{-1}^{1} p'(pw)' \, dx = \int_{-1}^{1} [p']^2 w \, dx + 2\tau \int_{-1}^{1} pp'w' \, dx
$$

$$
+ \tau^2 \int_{-1}^{1} p^2 (w')^2 w^{-1} \, dx + \left(\frac{1}{2} - \tau\right) \int_{-1}^{1} [p^2]' w' \, dx - \tau^2 \int_{-1}^{1} p^2 (w')^2 w^{-1} \, dx
$$

$$
= \int_{-1}^{1} (p' w + \tau pw')^2 w^{-1} \, dx + \int_{-1}^{1} p^2 \left[(\tau - \frac{1}{2})w'' - \tau^2 (w')^2 w^{-1}\right] \, dx.
$$

Considering that

$$
(\tau - \frac{1}{2})w'' - \tau^2 (w')^2 w^{-1} \geq - \frac{1 + \nu}{4\nu} w'',
$$

formula (8.2.5) yields

$$
\int_{-1}^{1} p'(pw)' \, dx \geq - \frac{1 + \nu}{4\nu} \int_{-1}^{1} p^2 w'' \, dx.
$$
Combining with (8.2.4), we finally get

\[(8.2.8) \quad \int_{-1}^{1} p'(pw)' \, dx \geq \int_{-1}^{1} [p']^2 w \, dx + \frac{2\nu}{1+\nu} \int_{-1}^{1} p'(pw)' \, dx.\]

Inequality (8.2.3) follows with \( C = \frac{1+\nu}{1-\nu}. \)

Another proof of lemma 8.2.1 is given in Bernardi and Maday (1989).

When the polynomials are complex, the proof of lemma 8.2.1 is identical to that given above. In this way, we can find a constant \( C > 0, \) such that

\[(8.2.9) \quad \text{Re} \left( \int_{-1}^{1} p'(\bar{p}w)' \, dx \right) \geq C \int_{-1}^{1} |p'|^2 w \, dx.\]

We can now state the next proposition.

**Theorem 8.2.2** - Let \( \nu := \alpha = \beta \) with \(-1 < \nu \leq 1\). Then, for any \( n \geq 2 \), the eigenvalues of problem (8.2.1) satisfy \( \text{Re} \lambda_{n,m} > 0, \ 1 \leq m \leq n - 1 \).

**Proof** - We remark that formula (3.5.1) and theorem 3.5.1 also apply to complex polynomials. It suffices to argue with the real and imaginary parts separately.

Recalling that \( p_{n,m}(\pm 1) = 0 \), we use integration by parts to obtain

\[(8.2.10) \quad \int_{-1}^{1} p'_{n,m}(\bar{p}_{n,m}w)' \, dx = -\int_{-1}^{1} p''_{n,m}\bar{p}_{n,m}w \, dx\]

\[= -\sum_{i=0}^{n} p''_{n,m}(\eta_{i}^{(n)})\bar{p}_{n,m}(\eta_{i}^{(n)})\bar{w}_{i}^{(n)} = \lambda_{n,m} \sum_{i=0}^{n} |p_{n,m}|(\eta_{i}^{(n)})]^2 \bar{w}_{i}^{(n)}, \quad 1 \leq m \leq n - 1.\]

We first note that \( p'_{n,m} \neq 0 \) for all \( m \). Otherwise, the vanishing conditions at the boundaries would imply \( p_{n,m} = 0 \) for some \( m \). Recalling (8.2.9), we easily conclude the proof, since the real part of the left-hand side in (8.2.10) is strictly positive.

A straightforward and meaningful corollary is obtained by examining relation (8.2.10).
**Theorem 8.2.3** - Let $\alpha = \beta = 0$. Then, for any $n \geq 2$, the eigenvalues of problem (8.2.1) are real and strictly positive.

**Proof** - Given that $w \equiv 1$, it is sufficient to recall the equality

$$
\int_{-1}^{1} p'_{n,m}(\bar{p}_{n,m}w) \, dx = \int_{-1}^{1} |p'_{n,m}|^2 \, dx > 0, \quad 1 \leq m \leq n-1.
$$

For different values of the parameters $\alpha$ and $\beta$, problem (8.2.1) still furnishes real eigenvalues, though the proof of this statement is more involved than for the Legendre case. By studying the roots of the characteristic polynomial, Gottlieb and Lustman (1983) give the proof in the Chebyshev case. To this end, they analyze the eigenvalues of two auxiliary first-order problems. Other cases are still an open question. For $-1 < \alpha < 1$ and $-1 < \beta < 1$, the numerical experiments generate real eigenvalues, and some complex eigenvalues with relatively small imaginary part. In general, the analysis of the eigenvalue problem related to (7.4.12) does not lead to real eigenvalues, due to the presence of the first-order derivative (see previous section). However, when $A$ and $B$ are sufficiently close to zero, the second order operator dominates, and the eigenvalues are a small perturbation of those in (8.2.1). Thus, their real part is positive.

We examine the eigenvalue problems associated to (7.4.13) and (7.4.16). Namely, for $0 \leq m \leq n$, we have

$$
\begin{cases}
-p''_{n,m}(\eta_i^{(n)}) + \mu p_{n,m}(\eta_i^{(n)}) = \lambda_{n,m} p_{n,m}(\eta_i^{(n)}), & 1 \leq i \leq n-1, \\
p'_{n,m}(\eta_0^{(n)}) = \lambda_{n,m} p_{n,m}(\eta_0^{(n)}), \\
p'_{n,m}(\eta_n^{(n)}) = \lambda_{n,m} p_{n,m}(\eta_n^{(n)}),
\end{cases}
$$

and

$$
\begin{cases}
-p''_{n,m}(\eta_i^{(n)}) + \mu p_{n,m}(\eta_i^{(n)}) = \lambda_{n,m} p_{n,m}(\eta_i^{(n)}), & 1 \leq i \leq n-1, \\
p''_{n,m}(\eta_0^{(n)}) + \mu p_{n,m}(\eta_0^{(n)}) - \gamma p'_{n,m}(\eta_0^{(n)}) = \lambda_{n,m} p_{n,m}(\eta_0^{(n)}), \\
p''_{n,m}(\eta_n^{(n)}) + \mu p_{n,m}(\eta_n^{(n)}) + \gamma p'_{n,m}(\eta_n^{(n)}) = \lambda_{n,m} p_{n,m}(\eta_n^{(n)}),
\end{cases}
$$

where $\mu > 0$ and $\gamma \in \mathbb{R}$ with $\gamma \neq 0$. 


We note that constant polynomials are eigenfunctions of problem (8.2.13), corresponding to the eigenvalue $\mu$. Very little theory has been developed. We only present the following result.

**Theorem 8.2.4** - Let $\alpha = \beta = 0$. Then, for any $n \geq 2$, if $\gamma = \frac{1}{2} n(n + 1)$, the eigenvalues of problem (8.2.13) are real and strictly positive.

**Proof** - Noting that $\gamma \tilde{w}_0^{(n)} = \gamma \tilde{w}_n^{(n)} = 1$ (see (3.5.6)), we get

\[
(8.2.14) \quad \int_{-1}^{1} |p'_{n,m}|^2 dx + \mu \sum_{i=0}^{n} [\|p_{n,m}(\eta_i^{(n)})\|^2 \tilde{w}_i^{(n)}]
\]

\[
= [p'_{n,m}\tilde{p}_{n,m}](1) - [p'_{n,m}\tilde{p}_{n,m}][-1] - \int_{-1}^{1} p''_{n,m}\tilde{p}_{n,m} dx + \mu \sum_{i=0}^{n} [\|p_{n,m}(\eta_i^{(n)})\|^2 \tilde{w}_i^{(n)}]
\]

\[
= \gamma \tilde{w}_n^{(n)} [p'_{n,m}\tilde{p}_{n,m}](1) - \gamma \tilde{w}_0^{(n)} [p'_{n,m}\tilde{p}_{n,m}][-1] + \sum_{i=0}^{n} \left|(-p''_{n,m} + \mu p_{n,m})\tilde{p}_{n,m}(\eta_i^{(n)})\right| \tilde{w}_i^{(n)}
\]

\[
= \lambda_{n,m} \sum_{i=0}^{n} [\|p_{n,m}(\eta_i^{(n)})\|^2 \tilde{w}_i^{(n)}], \quad 0 \leq m \leq n.
\]

The proof follows easily.

Real or complex eigenvalues, with a relatively small imaginary part, are obtained for many other values of the parameters $\alpha$ and $\beta$, both for problems (8.2.12) and (8.2.13). In the latter case, $\gamma$ is required to be positive and larger than a constant $\gamma_n$, which is in general proportional to $n^2$. To our knowledge, currently, there are no theoretical results to support these conjectures.

It is worthwhile to mention that an incorrect specification of the sign of the equation, when imposing boundary conditions (see for instance (7.4.13)), can result in a matrix with at least one negative eigenvalue. For example, replacing the second equation in (8.2.12) by $p'_{n,m}(\eta_0^{(n)}) = \lambda_{n,m} p_{n,m} (\eta_0^{(n)})$, we still obtain real eigenvalues, but one of them is negative.
Let us investigate the case of fourth-order operators. Here, $\lambda_{n,m}$, $1 \leq m \leq n - 1$, and $r_{n,m}$, $1 \leq m \leq n - 1$, are respectively the eigenvalues and the eigenfunctions associated to problem (7.4.22). Therefore, we can write $r_{n,m}^{IV}(\eta_i^{(n)}) = \lambda_{n,m} r_{n,m}(\eta_i^{(n)})$, $1 \leq i \leq n - 1$, and $r_{n,m}(\pm 1) = r'_{n,m}(\pm 1) = 0$.

Before proceeding with our analysis, we state the following proposition.

**Lemma 8.2.5** - Let $\nu := \alpha = \beta$ with $-1 < \nu \leq 1$. Then, we can find a constant $C > 0$, such that, for any $n \geq 2$ and $p \in P_{n+2}$ satisfying $p(\pm 1) = p'(\pm 1) = 0$, one has

$$\int_{-1}^{1} p''(pw)'dx \geq C \int_{-1}^{1} |p''|^2 w dx.$$  \hspace{1cm} (8.2.15)

The proof of the above result can be found in Bernardi and Maday (1990). It is quite technical, but very similar to that of theorem 8.2.1. The same proof, adapted to the case of complex polynomials, yields the inequality

$$\text{Re} \left( \int_{-1}^{1} p''(\bar{p}w)'dx \right) \geq C \int_{-1}^{1} |p''|^2 w dx.$$ \hspace{1cm} (8.2.16)

We are now ready to prove the following proposition.

**Theorem 8.2.6** - Let $\nu := \alpha = \beta$ with $-1 < \nu \leq 1$. Then, for any $n \geq 2$, the eigenvalues relative to the system (7.4.22) satisfy $\text{Re}\lambda_{n,m} > 0$, $1 \leq m \leq n - 1$. Moreover, when $\nu = 0$, we have $\lambda_{n,m} \in \mathbb{R}$, $1 \leq m \leq n - 1$.

**Proof** - One has

$$\sum_{i=0}^{n} r_{n,m}^{IV}(\eta_i^{(n)}) r_{n,m}(\eta_i^{(n)}) \bar{w}_i^{(n)} = \lambda_{n,m} \sum_{i=0}^{n} [r_{n,m}(\eta_i^{(n)})]^2 \bar{w}_i^{(n)}.$$  \hspace{1cm} (8.2.17)

We must show that the left-hand side of (8.2.17) has positive real part. Now, for $1 \leq m \leq n - 1$, we can find a complex number $\zeta_{n,m} \in \mathbb{C}$ such that

$$\frac{1}{1 - x^2} r_{n,m}(x) = \zeta_{n,m} u_n(x) + \{\text{lower degree terms}\},$$  \hspace{1cm} (8.2.18)
(8.2.19) \((1 - x^2) r_{n,m}^{IV}(x) = n(n^2 - 1)(n + 2)\zeta_{n,m}u_n(x) + \{\text{lower degree terms}\},\)

where \(u_n = P_n^{(\nu,\nu)}\). These relations can be checked by equating the coefficients of the monomials \(x^n\). With the same arguments used in section 3.8 (we recall for instance (3.8.12) and (3.8.15)), it is easy to show that

\[
\sum_{i=0}^{n} r_{n,m}^{IV}(\eta_i^{(n)}) \bar{r}_{n,m}(\eta_i^{(n)}) \tilde{w}_i^{(n)} = \int_{-1}^{1} r_{n,m}^{IV} \bar{r}_{n,m} w \, dx + (\|u_n\|_{w,n}^2 - \|u_n\|_{w}^2) \, n(n^2 - 1)(n + 2)|\zeta_{n,m}|^2.
\]

Having \(\|u_n\|_{w,n} \geq \|u_n\|_{w}, \forall n \geq 1\) (see (2.2.10) and (3.8.3)), integration by parts and formula (8.2.16) yield

\[
\sum_{i=0}^{n} r_{n,m}^{IV}(\eta_i^{(n)}) \bar{r}_{n,m}(\eta_i^{(n)}) \tilde{w}_i^{(n)} = \int_{-1}^{1} r_{n,m}^{IV} \bar{r}_{n,m} w \, dx + \Re(\int_{-1}^{1} r_{n,m}^{IV} \bar{r}_{n,m} w \, dx) \geq \Re\left(\int_{-1}^{1} r_{n,m}^{IV} \bar{r}_{n,m} w \, dx\right) \geq \Re\left(\int_{-1}^{1} r_{n,m}^{IV} \bar{r}_{n,m} w \, dx\right) \geq C \int_{-1}^{1} |r_{n,m}^{IV} w|^2 \, dx > 0, \quad 1 \leq m \leq n - 1.
\]

We note that, since \(r_{n,m}(\pm 1) = r_{n,m}'(\pm 1) = 0\), the last integral in (8.2.21) does not vanish (otherwise we would have \(r_{n,m} \equiv 0\)). Hence, by (8.2.17) we deduce \(\Re\lambda_{n,m} > 0\), \(1 \leq m \leq n - 1\).

When \(\nu = 0\) (thus \(w \equiv 1\)), the right-hand side in (8.2.20) turns out to be real, after integrating by parts twice.

Real and positive eigenvalues are also observed for other values of the parameters \(\alpha\) and \(\beta\), and also for different type of boundary conditions such as those in (7.4.23). Hints for the determination of the characteristic polynomial are given in FUNARO and HEINRICHS(1990).
Similar arguments hold for the case of unbounded domains. Let us see some example. Here, we denote by $\lambda_{n,m}$ and $p_{n,m}$, $0 \leq m \leq n - 1$, respectively the eigenvalues and the eigenfunctions related to problem (7.4.26). In particular, the $p_{n,m}$'s are complex polynomials of degree at most $n - 1$. Again, we have $\lambda_{n,0} = 1$ and $p_{n,m}(0) = 0$, for $1 \leq m \leq n - 1$.

We recall that the space of Laguerre functions $S_n$ has been introduced in section 6.7. As in the previous cases, we need a preparatory result.

**Lemma 8.2.7** - Let $-1 < \alpha < 1$ and $v(x) := x^\alpha e^x$, $x \in [0, +\infty]$. Then, we can find a constant $C > 0$ such that, for any $n \geq 1$ and $P \in S_{n-1}$, satisfying $P(0) = 0$, one has

$$
\int_0^{+\infty} P'(Pv)' \, dx + \mu \int_0^{+\infty} P^2 v \, dx \geq C \int_0^{+\infty} [(P')^2 + P^2] \, v \, dx,
$$

where $\mu > \frac{1}{2} \max\{1, \frac{1}{1-\alpha}\}$. 

For the proof we refer to KAVIAN(1990). Combining this lemma with (7.2.25) and the experience we have gained in the previous examples, we obtain the following result.

**Theorem 8.2.8** - Let $-1 < \alpha < 1$ and $\mu > \frac{1}{2} \max\{1, \frac{1}{1-\alpha}\}$. Then, for any $n \geq 1$, the eigenvalues relative to the system (7.4.26) satisfy $\Re \lambda_{n,m} > 0$, $0 \leq m \leq n - 1$.

Actually, in the Laguerre case, the eigenvalues of the operator considered are real. Nevertheless, there is no proof of this.

Concerning problem (7.5.4), where the unknowns are the point values of a scaled function, the eigenvalues are identical to those of problem (7.4.26). Actually, definition (7.5.1) corresponds to a linear change of variables which does not alter the spectrum of the derivative matrix.

For the matrix in (7.2.15), with the vanishing boundary condition at the point $x = 0$, the eigenvalues are complex, but their real part is positive provided that $\alpha \leq 0$. 
In particular, when \( \alpha = 0 \), the real part of these eigenvalues is constantly equal to \( \frac{1}{2} \). The proof of this fact is quite simple and is left as exercise.

Finally, we consider problem (7.4.28) in which the eigenvalues and eigenfunctions are respectively denoted by \( \lambda_{n,m} \) and \( p_{n,m} \), \( 1 \leq m \leq n \). This time, the theory is simple. Comparing (7.4.28) with the differential equation (1.7.1), we get \( \lambda_{n,m} = 2(m - 1) + \mu \) and \( p_{n,m} = H_{m-1} \), \( 1 \leq m \leq n \). Therefore, the eigenvalues are real and positive when \( \mu > 0 \).

### 8.3 Condition number

The condition number is a useful quantity to estimate the speed of convergence of an iterative method for the solution of linear systems.

It is well-known that a real \( n \times n \) matrix \( D \) corresponds to a linear operator from \( \mathbb{R}^n \) to \( \mathbb{R}^n \). Denoting by \( \mathcal{L}(\mathbb{R}^n, \mathbb{R}^n) \) the space of linear mappings from \( \mathbb{R}^n \) in \( \mathbb{R}^n \), we can define the norm of \( D \) (see for instance Isaacson and Keller (1966), p.37) as follows:

\[
\| D \|_{\mathcal{L}(\mathbb{R}^n, \mathbb{R}^n)} := \sup_{\bar{x} \in \mathbb{R}^n, \bar{x} \neq 0} \frac{\| D \bar{x} \|}{\| \bar{x} \|},
\]

where by \( \| \cdot \| \) we indicate the canonical norm in \( \mathbb{R}^n \). The expression in (8.3.1) actually satisfies all the properties required in section 2.1. In practice, the norm of \( D \) measures the maximal deformation, when applying the matrix to the vectors of the unitary sphere of \( \mathbb{R}^n \).

We remark that, for any \( n \times n \) matrix \( D \) and any \( \bar{x} \in \mathbb{R}^n \), one has the inequality

\[
\| D \bar{x} \| \leq \| D \|_{\mathcal{L}(\mathbb{R}^n, \mathbb{R}^n)} \| \bar{x} \|.
\]

At this point, we can define the condition number of a nonsingular matrix \( D \). This is the real positive number given by

\[
\kappa(D) := \| D \|_{\mathcal{L}(\mathbb{R}^n, \mathbb{R}^n)} \| D^{-1} \|_{\mathcal{L}(\mathbb{R}^n, \mathbb{R}^n)},
\]
from which one can easily deduce \( \kappa(D) \geq 1 \).

This quantity gives an idea of the distribution of the eigenvalues of \( D \) in the complex plane. When \( \kappa(D) \) is large, we generally expect scattered eigenvalues with considerable variations in their magnitude. On the other hand, when \( \kappa(D) \) is close to 1, the moduli of the eigenvalues are gathered together in a small interval. We can be more precise for symmetric matrices. In this situation, we have the relation

\[
\kappa(D) = \pi(D) := \frac{\max_{1 \leq m \leq n} |\lambda_m|}{\min_{1 \leq m \leq n} |\lambda_m|},
\]

where the \( \lambda_m \)'s are the eigenvalues of \( D \).

When \( D \) is not symmetric we have the inequality: \( 1 \leq \pi(D) \leq \kappa(D) \).

Nearly all the matrices analyzed in the sequel are not symmetric. Nevertheless, for these matrices, the quantities \( \pi(D) \) and \( \kappa(D) \) display more or less the same behavior. So that, allowing ourselves an abuse of terminology, the two concepts will often be interchanged.

To better understand the utility of the condition number, we return to the iterative method described in section 7.6. The speed of convergence of the scheme (7.6.2) depends on the spectral radius \( \rho(M) \), where \( M := I - R^{-1}D \). In the Richardson method we have

\[
\rho(M) = \max_{1 \leq m \leq n} |1 - \theta \lambda_m|,
\]

where the \( \lambda_m \)'s are the eigenvalues of \( D \), satisfying the conditions in (7.6.3).

If the eigenvalues are clustered around a particular real value, then we can find \( \theta \) such that \( \rho(M) \) is near zero. This will result in a fast convergence. On the contrary, if the eigenvalues are scattered, the parameter \( \theta \) cannot control all of them, and \( \rho(M) \) will be dangerously close to 1. In short, we have to beware of matrices with a large condition number. These are called \textit{ill-conditioned} matrices.

Unfortunately, all the matrices considered in section 7.4 are ill-conditioned. As an example, we examine the eigenvalue problem (8.1.1). Since the \( \lambda_{n,m} \)'s are distinct, the corresponding matrix admits a diagonal form. From figures 8.1.1 to 8.1.4, it is clear that
the magnitude of the eigenvalues grows with $n$. It is especially for the eigenvalues with the largest modulus that the ratio between the real part and the imaginary part is small. According to (7.6.3), this yields a very restrictive condition on $\theta$. For instance, in the Chebyshev case, the parameter $\theta$ is required to be proportional to $1/n^2$ to achieve convergence when applying the Richardson method. This makes the spectral radius in (8.3.5) very close to 1. Consequently, the Richardson scheme is very ineffective. The situation is worse for the Legendre case.

Concerning second-order or fourth-order problems, no improvements are observed. Although the eigenvalues are in general real and positive, they are quite scattered. For instance, referring to problem (8.2.1), it is not difficult to obtain the estimate

\begin{equation}
(8.3.6) \quad c_1 \leq |\lambda_{n,m}| \leq c_2 n^4, \quad 1 \leq m \leq n - 1,
\end{equation}

where $c_1$ and $c_2$ are positive constants. Moreover, assuming that the $\lambda_{n,m}$'s are real and in increasing order, we find that $\lambda_{n,1}$ converges to a real number for $n \to +\infty$, while $\lambda_{n,n-1}$ grows like $n^4$. Sharper estimates are given in WEIDEMAN and TREFETHEN (1988) in the Chebyshev case, and in VANDEVEN (1990) in the Legendre case. For the proof of (8.3.6), when $-1 < \alpha < 1$, $-1 < \beta < 1$, we refer the reader to section 8.6.

Thus, the condition number of the matrix corresponding to the system (7.4.9) is expected to be very large. The minimal spectral radius obtained from (8.3.5) is $\rho = (\lambda_{n,n-1} - \lambda_{n,1})/(\lambda_{n,n-1} + \lambda_{n,1})$, relative to the choice $\theta := 2/(\lambda_{n,n-1} + \lambda_{n,1})$ (see ISAACSON and KELLER (1966), p.84). Therefore, $\rho$ is very close to 1, and the convergence of the scheme is unbelievably slow. The situation becomes extremely bad for fourth-order problems. In HEINRICHIS (1989), the author suggests a way to replace problem (7.4.9) with an equivalent one, whose matrix has a reduced condition number. Such an improvement is still insufficient when applied within the framework of iterative techniques.

It is time now to introduce the idea of **preconditioning**. We note that the scheme (7.6.2) can be interpreted as a byproduct of the Richardson method with $\theta = 1$, applied to the system
(8.3.7) \ ((R^{-1}D)\bar{p} = \bar{q}^*\), \text{ where } \bar{q}^* := R^{-1}\bar{q}.

Of course (8.3.7) is equivalent to (7.6.1). The basic difference is that, by an appropriate choice of the matrix \( R \), we can modify \( \kappa(R^{-1}D) \) to get a well-behaved system. Thus, we first compute the vector \( \bar{q}^* \), then we solve (8.3.7) with an iterative approach. In this context, \( R \) is named \textit{preconditioning matrix} (or \textit{preconditioner}). Such a matrix must fulfill two requirements. First, \( R \) must be easily invertible, using an inexpensive algorithm. Second, the condition number of \( R^{-1}D \) has to be as close as possible to 1. The choice \( R = I \) (which leads to the Richardson method) satisfies the first restriction but not the latter. The choice \( R = D \) gives \( \kappa(R^{-1}D) = 1 \), but the computation of \( R^{-1} \) brings us back to the initial problem. The desired \( R \) is the right balance between these two extreme cases.

The next several sections describe how to construct preconditioners for the matrices previously analyzed.

8.4 Preconditioners for second-order operators

We begin by studying problem (7.4.9). The case of first-order derivatives is more delicate and is considered later.

Let \( D \) denote the \((n + 1) \times (n + 1)\) matrix corresponding to the system (7.4.9) (in (7.4.10) we have an example for \( n = 3 \)). We recall that \( D \) coincides with the second derivative matrix \(-\tilde{D}_n^2\) (see section 7.2), except for two rows, which have been suitably modified to take care of the boundary conditions. As remarked in section 8.3, the condition number of \( D \) grows at least as \( n^4 \). We are concerned with finding an appropriate preconditioner \( R \) for \( D \). To this end, for any \( n \geq 2 \), we define \( h_j^{(n)} := \eta_j^{(n)} - \eta_{j-1}^{(n)}, \ 1 \leq j \leq n \), and \( \hat{h}_j^{(n)} := \frac{1}{2}(\eta_{j+1}^{(n)} - \eta_j^{(n)}), \ 1 \leq j \leq n - 1. \)
Next, following ORSZAG (1980), we consider the matrix $R := \{r_{ij}\}_{0 \leq i, j \leq n}$, with entries
\[
(8.4.1) \quad r_{ij} := \begin{cases} 
1 & \text{if } i = j = 0 \text{ or } i = j = n, \\
-1 & \frac{\hat{h}_i(n)}{h_i(n)} h_i(n) \frac{\hat{h}_i(n)}{h_i(n)} \text{ if } 1 \leq i = j + 1 \leq n - 1, \\
2 & \frac{\hat{h}_{i+1}(n)}{h_{i+1}(n)} h_i(n) \text{ if } 1 \leq i = j \leq n - 1, \\
-1 & \frac{\hat{h}_{i+1}(n)}{h_{i+1}(n)} h_i(n) \text{ if } 1 \leq i = j - 1 \leq n - 1, \\
0 & \text{elsewhere.}
\end{cases}
\]

The matrix $R$ represents the second-order centered finite-differences operator defined on the grid points $\eta_j^{(n)}$, $0 \leq j \leq n$. If $f$ is a given regular function, the matrix $R$ applied to the vector $\{f(\eta_j^{(n)})\}_{0 \leq j \leq n}$ furnishes an approximation of $-f''(\eta_i^{(n)})$, $1 \leq i \leq n - 1$. We remark that this kind of discretization is of local type (see section 7.2), hence it does not possess the good convergence behavior of spectral methods, even if the nodes of a Gauss formula are involved. However, $R$ is tridiagonal, thus, the computation of $R^{-1}$ can be performed in a fast way. Therefore, $R$ satisfies the first requirement to be a good preconditioning matrix. Now, we must study the spectrum of $R^{-1}D$. We denote by $\Lambda_{n,m}$, $0 \leq m \leq n$, the eigenvalues obtained after preconditioning. Two of them, say $\Lambda_{n,0}$ and $\Lambda_{n,n}$, are equal to 1. Numerical experiments indicate the existence of a constant $c > 1$ (depending on $\alpha$ and $\beta$) such that, for any $n \geq 2$, one has
\[
(8.4.2) \quad 1 \leq |\Lambda_{n,m}| < c, \quad 1 \leq m \leq n - 1.
\]
Comparing this with (8.3.6), the improvement is impressive. Furthermore, the $\Lambda_{n,m}$’s are real and positive and $c$ is in general less than 2.5. We can be more precise in the Chebyshev case. In fact, in HALDENWANG, LABROSSE, ABOUDI and DEVILLE (1984),
an exact expression is given for the preconditioned eigenvalues. Namely, we have

\[(8.4.3) \quad \Lambda_{n,m} = m(m + 1) \frac{\sin^2 \frac{\pi}{2n}}{\sin \frac{m\pi}{2n}} \frac{\cos \frac{\pi}{2n}}{\sin \frac{(m+1)[\pi]}{2n}}, \quad 1 \leq m \leq n - 1.\]

Thus, we obtain \(1 \leq \Lambda_{n,m} < \frac{\pi^2}{4}, \quad 0 \leq m \leq n.\)

We apply the Richardson method to the system in (8.3.7) with \(\theta := 2/(\pi^2/4 + 1).\) This choice minimizes the spectral radius of \(M = I - \theta R^{-1}D,\) which takes the value \(\rho = (\pi^2/4 - 1)/(\pi^2/4 + 1) \approx 0.42.\) Starting from the initial guess \(\tilde{p}^{(0)} = R^{-1}\tilde{q}\) (see (7.6.2)), one achieves the exact solution to the system (to machine accuracy in double precision) in about twenty iterations. Though we do not have access to the explicit expression of the preconditioned eigenvalues for different values of \(\alpha\) and \(\beta,\) the behavior is more or less the same.

We note that, in practice, the matrix \(R^{-1}D\) is not actually required. Each iteration consists of two steps. In the first step, we evaluate the matrix-vector multiplication \(\tilde{p} \rightarrow D\tilde{p}.\) This can be carried out with the help of the FFT (see section 4.3) in the Chebyshev case. In the second step, we compute \(D\tilde{p} \rightarrow R^{-1}D\tilde{p}\) by solving a tridiagonal linear system. In this way, we avoid storing the whole matrix \(R^{-1}.\) Moreover, the cost of this computation is proportional to \(n\) (see isaacson and keller(1966), p.55).

Symmetric preconditioners, based on finite element discretizations, have been proposed in deville and mund(1985) and in canuto and quarteroni(1985). They allow us to apply a variation of the conjugate gradient iterative method for solving (8.3.7). A standard trick is to accelerate the convergence by updating the parameter \(\theta\) at each iteration. This can be done in several ways. For brevity, we do not investigate this here. A survey of the most used preconditioned iterative techniques in spectral methods is given in canuto, hussaini, quarteroni and zang(1988), p.148. Many practical suggestions are provided in boyd(1989).

We note that \(R\) is ill-conditioned. This introduces small rounding errors when evaluating \(R^{-1}.\) Hence, after the preconditioned Richardson method has reached a steady solution, we suggest that it be refined by performing a few iterations of the unpreconditioned Richardson method to remove the rounding errors.
The matrix in (7.4.11) is obtained after eliminating the first and the last unknowns from system (7.4.10). A \((n-1) \times (n-1)\) preconditioner for this matrix is obtained by deleting the first and the last columns and rows from the matrix in (8.4.1). The preconditioned eigenvalues \(\Lambda_{n,m}, 1 \leq m \leq n-1\), coincide with those considered above. The same preconditioner \(R\) in (8.4.1) can be used for the matrix of system (7.4.12). The resulting preconditioned spectrum does not seem to be much affected by lower-order terms, provided the coefficients \(A\) and \(B\) are not too large. As an alternative, one can use a preconditioner based on a centered finite-difference discretization of the whole differential operator \(-\frac{d^2}{dx^2} + A\frac{d}{dx} + B\) (see Orszag(1980)).

For other types of boundary conditions we could run into some difficulty. Let \(D\) denote the matrix of system (7.4.13). In this situation, tridiagonal finite-difference preconditioners seem less effective. All the preconditioned eigenvalues satisfy relation (8.4.2), except for one of them, which is real, positive, but tends to zero as \(1/n^2\). This badly affects the condition number. A more appropriate \((n+1) \times (n+1)\) preconditioner

\[ R := \{r_{ij}\}_{0 \leq i \leq n} \]

is obtained as follows:

\[
(8.4.4) \quad r_{ij} := \begin{cases} 
-d^{(1)}_{ij} & \text{if } i = 0, \ 0 \leq j \leq n, \\
-\frac{1}{h^{(n)}_{i}h^{(n)}_{i+1}} & \text{if } 1 \leq i = j + 1 \leq n - 1, \\
\frac{2}{h^{(n)}_{i+1}h^{(n)}_{i}} + \mu & \text{if } 1 \leq i = j \leq n - 1, \\
-\frac{1}{h^{(n)}_{i+1}h^{(n)}_{i}} & \text{if } 1 \leq i = j - 1 \leq n - 1, \\
d^{(1)}_{ij} & \text{if } i = n, \ 0 \leq j \leq n, \\
0 & \text{elsewhere.}
\end{cases}
\]

All the resulting preconditioned eigenvalues are now well-behaved. Unfortunately, the matrix \(R\) is sparse but not banded. However, it can be decomposed by a product of
three well-structured matrices, so that the global cost of the computation $\tilde{p} \to R^{-1}\tilde{p}$ is proportional to $n$ (see Bertoluzza and Funaro (1991)). Slight modifications to (8.4.4) lead to a suitable preconditioner for the matrix of system (7.4.16).

Finite-difference preconditioning matrices for fourth-order problems have been investigated in Funaro and Heinrichs (1990), both for the boundary-value problems (7.4.19) and (7.4.23). The analysis has been carried out in the Chebyshev case, but similar conclusions also apply to other situations. A little care has to be payed when dealing with the finite-difference schemes at the boundary points. Before preconditioning, the ratio between the largest and the smallest eigenvalues is proportional to $n^8$. The preconditioned eigenvalues satisfy relation (8.4.2). In particular, in the Chebyshev case, we can take $c = \frac{\pi^4}{16} \approx 6.08$.

For matrices related to problems defined in unbounded domains, we can use the same arguments. However, since it is not advisable to work with high degree Laguerre or Hermite polynomials (see sections 1.6 and 1.7), the matrices are not very large in practical applications. Therefore, we suggest direct methods to solve these systems.

### 8.5 Preconditioners for first-order operators

Denote by $D$ the $(n+1) \times (n+1)$ matrix corresponding to the system (7.4.1). Here, the idea of using finite-differences to construct a preconditioner for $D$ does not offer the same features emphasized in section 8.4. For instance, let $R := \{r_{ij}\}_{0 \leq i \leq n}^{0 \leq j \leq n}$ be defined as follows:

$$
\begin{align*}
    r_{ij} := \begin{cases} 
    1 & \text{if } i = j = 0, \\
    -\frac{1}{h_i^{(n)}} & \text{if } 1 \leq i = j + 1 \leq n, \\
    \frac{1}{h_i^{(n)}} & \text{if } 1 \leq i = j \leq n, \\
    0 & \text{elsewhere.}
    \end{cases}
\end{align*}
$$

(8.5.1)
Now, we have a bidiagonal preconditioner. Though the spread of eigenvalues of the preconditioned matrix is reduced, we are still far from the results of the previous section. The eigenvalues of $R^{-1}D$ are complex with positive real part, but they approach the imaginary axis with increasing $n$.

A more effective preconditioner was proposed in Funaro (1987). First introduce the linear operator $T : \mathbb{R}^n \to \mathbb{R}^n$. For any polynomial $p \in \mathbb{P}_{n-1}$, the operator $T$ maps the vector $\{p(\xi_j^{(n)})\}_{1 \leq j \leq n}$ into the vector $\{p(\eta_i^{(n)})\}_{1 \leq i \leq n}$. The way to perform this transformation is described by formula (4.4.1). The coefficients $l_j^{(n)}(\eta_i^{(n)})$, $1 \leq i \leq n$, $1 \leq j \leq n$, are the entries of the $n \times n$ matrix relative to the mapping $T$. Then, we define $Z := \{z_{ij}\}_{0 \leq i \leq n, 0 \leq j \leq n}$, to be the $(n+1) \times (n+1)$ matrix

$$z_{ij} := \begin{cases} 1 & \text{if } i = j = 0, \\ l_j^{(n)}(\eta_i^{(n)}) & \text{if } 1 \leq i \leq n, 1 \leq j \leq n, \\ 0 & \text{elsewhere.} \end{cases}$$

(8.5.2)

We claim that $ZR$ is a good preconditioning matrix for $D$. We remark that $Z$ is a full matrix. On the other hand, we can find explicitly the entries of $Z^{-1}$. Indeed, one easy checks the relation

$$p(\xi_i^{(n)}) = \sum_{j=1}^{n} p(\eta_j^{(n)}) \frac{1 + l_j^{(n)}}{1 + \xi_i^{(n)}} l_j^{(n)}(\xi_i^{(n)}), \quad 1 \leq i \leq n,$$

(8.5.3)

which is true for any $p \in \mathbb{P}_{n-1}$.

Clearly, (8.5.3) is the inverse of the transformation $T$. Noting that $(ZR)^{-1} = R^{-1}Z^{-1}$, we can evaluate $\tilde{p} \to (ZR)^{-1}\tilde{p}$ with a cost proportional to $n^2$. The computing time is further reduced, in the Chebyshev case, by using the FFT (see section 4.4). Let us examine the eigenvalues $\Lambda_{n,m}$, $0 \leq m \leq n$, of $(ZR)^{-1}D$. We have a precise answer in the Chebyshev case. Actually, one has

$$\Lambda_{n,0} = 1, \quad \Lambda_{n,m} = m \frac{\sin \frac{\pi}{2n}}{\sin \frac{m \pi}{2n}}, \quad 1 \leq m \leq n.$$

(8.5.4)

Therefore, we get $1 \leq \Lambda_{n,m} < \frac{\pi}{2}$, $0 \leq m \leq n$. 
The improvement is explained by noting that the finite-differences operator $R$ is a good approximation of the operator $Z^{-1}D$, which maps the values $p(\eta_j^{(n)})$, $0 \leq j \leq n$, into the values $p'(\xi_i^{(n)}) \approx (p(\eta_i^{(n)}) - p(\eta_{i-1}^{(n)}))/h_i^{(n)}$, $1 \leq i \leq n$. Thus, $R^{-1}(Z^{-1}D)$ is very close to the identity operator. For different values of $\alpha$ and $\beta$, the results are similar.

With minor modifications, the same preconditioner can be used to deal with the matrix of system (7.4.4). For more details, we refer the reader to Funaro and Gottlieb (1988).

Though the results obtained with the preconditioning matrix $ZR$ are impressive, for more general problems, such as (7.4.7), the use of a full preconditioner is not recommended. For example, consider $A \equiv 1$ in (7.4.7). The matrix $ZR + I$ turns out to be an appropriate preconditioner for $D + I$, i.e. $\kappa((ZR + I)^{-1}(D + I))$ is close to 1. Nevertheless, we cannot cheaply invert $ZR + I$. An alternative is to approximate the operator $Z$ by a banded matrix $\hat{Z}$. In this way $\hat{Z}R + I$ will be also banded. This idea has been developed in Funaro and Rothman (1989). In that paper, the operator $T$ is substituted by a mapping $\hat{T}$, which extrapolates the point values $p(\eta_i^{(n)})$, $1 \leq i \leq n$, with the help of second-degree polynomials. The resulting preconditioner is four-diagonal and the eigenvalues of the matrix $(\hat{Z}R + I)^{-1}(D + I)$ are complex, but clustered in a neighborhood of the real unity. The preconditioned condition number seems to be suitable for numerical applications.

8.6 Convergence of the eigenvalues

We are now ready to consider the first application of spectral methods to solve several problems in physics. For example, let us analyze the following eigenvalue problem:

\[
\begin{cases}
-\phi'' = \lambda \phi & \text{in } I = ]-1,1[, \\
\phi(-1) = \phi(1) = 0.
\end{cases}
\]
It is well-known that (8.6.1) has a countable set of positive eigenvalues \( \lambda_m = \frac{\pi^2}{4} m^2 \), \( m \geq 1 \), corresponding to the normalized eigenfunctions: \( \phi_m(x) = \sin \frac{\pi}{2} mx, \ x \in \bar{I}, m \) even, \( \phi_m(x) = \cos \frac{\pi}{2} mx, \ x \in \bar{I}, m \) odd. Besides, for any \( n \geq 2 \), we have the eigenvalues \( \lambda_{n,m}, 1 \leq m \leq n - 1 \), of problem (8.2.1). These will be assumed to be real, distinct and in increasing order.

We are concerned with the asymptotic behavior of the \( \lambda_{n,m} \)'s when \( n \) tends to infinity. Actually, we expect the following convergence result:

\[
\forall m \geq 1, \quad \lim_{n \to +\infty} \lambda_{n,m} = \lambda_m.
\]

This would suggest a technique for approximating the eigenvalues of differential operators, which is a crucial problem in many applications of mathematical physics (see for instance COURANT and HILBERT(1953), Vol.1). This procedure is investigated for the solution of a large number of problems in CALOGERO and FRANCO (1985). In that paper, discretizations of the derivative operators (denoted by Lagrangian differentiations) are obtained starting from an arbitrary set of nodes, not necessarily related to Gauss type formulas. Heuristic estimates of the rate of convergence of the limit in (8.6.2) are presented in CALOGERO(1983) for equispaced nodes and DURAND(1985) for Gauss type nodes. According to these papers the convergence is exponential, and, as pointed out by the authors in their numerical experiments, the results are definitely better than those obtained by other techniques, such as the finite-differences method.

Remarks about the behavior of the eigenvalues in the Chebyshev case can be found in WEIDEMAN and TREFETHEN(1988). The authors make the following observation. For any fixed \( n \geq 2 \), about two thirds of the eigenvalues in (8.2.1) are very close to the corresponding eigenvalues in (8.6.1). The remaining part of the spectrum deviates sharply. This behavior justifies the estimate (8.3.6), since \( \lambda_{n,n-1} \) turns out to be proportional to \( n^4 \), while \( \lambda_n \) just grows like \( n^2 \). This fact is explained by the poor approximation properties of the eigenfunctions with high frequency oscillations, where the number of nodes is not sufficient to recover a satisfactory resolution (see section 6.8). This does not imply that (8.6.2) is false. In fact, for fixed \( m \), the eigenvalue \( \lambda_{n,m} \) begins to converge for sufficiently large \( n \).
In figure 8.6.1, for the Legendre case, in the interval \([0, 600]\), we show the exact eigenvalues \(\lambda_m, 1 \leq m \leq 15\) (first line) and the computed eigenvalues \(\lambda_{n,m}, 1 \leq m \leq n-1\) (next lines), when \(n\) varies from 6 to 11.

Figure 8.6.1 - Behavior of the eigenvalues of problem (8.2.1) in the Legendre case when \(6 \leq n \leq 11\).

In order to check (8.3.6), we first need the following result. We recall that the polynomial space \(P_n^0, n \geq 2\), is defined in (6.4.1).

Lemma 8.6.1 - Let \(-1 < \alpha < 1\) and \(-1 < \beta < 1\). Then we can find two constants \(C_1 > 0, C_2 > 0\), such that, for any \(n \geq 2\) and \(p \in P_n^0\), one has

\[
\left\| \frac{p}{1-x^2} \right\|_w \leq C_1 \|p\|_w,
\]

(8.6.3)
(8.6.4) \[
\left( \int_{-1}^{1} p'(pw)' \, dx \right)^{\frac{1}{2}} \leq C_2 \|p'\|_w.
\]

**Proof** - Inequality (8.6.3) is a byproduct of (5.7.5). We provide however some details. With the help of the Schwarz inequality, one obtains

(8.6.5) \[
\left\| \frac{p}{1-x^2} \right\|_w^2 = \int_{-1}^{1} \left( \int_{-1}^{x} p'(s) ds \right)^2 \frac{w(x)}{(1-x^2)^2} \, dx
\]
\[
\leq \int_{-1}^{1} \left( \int_{-1}^{x} [p'(s)]^2 w(s) ds \cdot \int_{-1}^{x} \frac{1}{w(s)} ds \right) \frac{w(x)}{(1-x^2)^2} \, dx
\]
\[
\leq \|p'\|_w^2 \int_{-1}^{1} \left( \int_{-1}^{x} \frac{1}{w(s)} ds \right) \frac{w(x)}{(1-x^2)^2} \, dx.
\]

The last integral in (8.6.5) is finite, by virtue of the hypotheses on \(\alpha\) and \(\beta\).

Concerning (8.6.4), the Schwarz inequality yields

(8.6.6) \[
\int_{-1}^{1} p'(pw)' \, dx = \|p'\|_w^2 + \int_{-1}^{1} \left( p \frac{w'}{\sqrt{w}} \right) (p'\sqrt{w}) \, dx
\]
\[
\leq \|p'\|_w^2 + \left( \int_{-1}^{1} p^2 (w')^2 w^{-1} \, dx \right)^{\frac{1}{2}} \|p'\|_w.
\]

By noting that \((w')^2 w^{-1} \leq 4(|\alpha| + |\beta|)^2 (1-x^2)^{-2} w\), we can use (8.6.3) to conclude.

Inequality (8.3.6) is now straightforward. Starting from relation (8.2.10), we use lemma 8.2.1, inequality (8.6.3) and theorem 3.8.2, to prove that \(|\lambda_{n,m}| \geq c_1\). On the contrary, from (8.6.4), (6.3.6) and theorem 3.8.2, we obtain \(|\lambda_{n,m}| \leq c_2 n^4\).

As far as we know, a full analysis on the convergence of both the eigenvalues and the relative eigenfunctions is not yet available. A general approach, based on the properties of compact operators, is studied in VAINIKKO(1964), VAINIKKO(1967) and OSBORN(1975), as well as in many other papers. A self-contained exposition with a comprehensive list
of references is provided in CHATELIN(1983), where hints for the treatment of problems similar to the one considered here are given in chapter 4B.

We can say something more about the Legendre case. Combining the proof of theorem 2.2.1 with that of theorem 8.2.2, one checks that, for \( \alpha = \beta = 0 \), the eigenfunctions \( p_{n,m}, 1 \leq m \leq n - 1 \), as well as their derivatives, are orthogonal with respect to the inner product \( (\cdot, \cdot)_{w,n} \) (see section 3.8). This is true if we assume that the eigenvalues \( \lambda_{n,m}, 1 \leq m \leq n - 1 \), are distinct.

Let \( X_m, 1 \leq m \leq n - 1 \), denote a subspace of \( P^0_n \) of dimension \( m \). Then, by virtue of the orthogonality of the eigenfunctions, the following characterization, known as Min-Max principle, holds:

\[
(8.6.7) \quad \lambda_{n,m} = \min_{X_m \subset P^0_n} \left\{ \max_{p \in X_m, p \neq 0} \frac{\|p'\|^2_{w,n}}{\|p\|^2_{w,n}} \right\}, \quad 1 \leq m \leq n - 1.
\]

Applications of formula (8.6.7), in the field of finite-element approximations, are presented for instance in STRANG and FIX(1973), chapter six.

Other situations may be considered. The problem

\[
(8.6.8) \quad \begin{cases} -\phi'' + \mu \phi = \lambda \phi \quad \text{in } I = ]-1, 1[, \quad \mu > 0, \\
\phi'(-1) = \phi'(1) = 0,
\end{cases}
\]

has a countable set of eigenvalues \( \lambda_m := \frac{\pi^2}{4} m^2 + \mu, \ m \in \mathbb{N} \). These are effectively approximated by the eigenvalues of problem (8.2.13). We only remark that two of the \( \lambda_{n,m} \)'s are proportional to the parameter \( \gamma \) and are out of interest.

Different arguments apply to problem (8.2.12). Here, the \( \lambda_{n,m} \)'s do not approach the eigenvalues of problem (8.6.8). If we replace the second equation in (8.2.12) by \( p'_{n,m}(\eta_0^{(n)}) = \lambda_{n,m} p_{n,m}(\eta_0^{(n)}) \), we get a negative eigenvalue, say \( \lambda_{n,0} \). Another eigenvalue, say \( \lambda_{n,1} \), is such that \( \lim_{n \to +\infty} (\lambda_{n,0} + \lambda_{n,1}) = -1 \). The remaining eigenvalues approximate those of problem (8.6.8), with the exception of \( \lambda_0 = \mu \).

These considerations demonstrate the importance of the treatment of boundary conditions in spectral methods. A non correct specification may give rise to unexpected results. Though this is true in all numerical methods, the situation seems more crucial.
for spectral methods, due to their global nature. On the other hand, if the boundary conditions are well treated, results are really competitive. An example of a second-order eigenvalue problem is examined in section 12.4.

Let us finally consider the eigenvalues associated to the system (7.4.22). These converge to the eigenvalues of the problem

\[
\begin{cases}
\phi^{IV} = \lambda \phi & \text{in } I = ]-1,1[, \\
\phi(\pm1) = \phi'(\pm1) = 0.
\end{cases}
\]

Here, \( \lambda \) assumes a countable number of positive values corresponding to the roots of the equation \( \cosh 2\sqrt{\lambda} \cos 2\sqrt{\lambda} = 1 \) (see courant and hilbert (1953), Vol. 1, p.296).

No asymptotic estimates can be recovered for the eigenvalues of problem (8.1.1). In fact, the equation \( \phi' = \lambda \phi \) in \(-1,1[, \phi(-1) = \sigma, \phi(1) = \sigma \), has only the solution \( \phi \equiv 0 \) when \( \sigma = 0 \).

### 8.7 Multigrid method

We already noticed that the speed of convergence of the Richardson method strongly depends on the location of the eigenvalues \( \lambda_m, 1 \leq m \leq n \), of the matrix \( D \) in (7.6.1). Let \( \tilde{p}_m \in \mathbb{C}^n, 1 \leq m \leq n \), denote the eigenvectors of \( D \), suitably normalized. In the computation \( \bar{p} \rightarrow M \bar{p} \), different choices of the parameter \( \theta \) will result in a different treatment of the components (modes) of the vector \( \tilde{p} \), along the directions selected by \( \tilde{p}_m, 1 \leq m \leq n \). For instance, let us assume that the \( \lambda_m \)'s are real, distinct, positive and in increasing order. By examining relation (8.3.5), we deduce that the maximum damping of the components corresponding to a large integer \( m \) (high modes), is obtained for small values of \( \theta \). Conversely, low modes decay fast for larger values of the parameter \( \theta \), provided the assumptions in (7.6.3) are satisfied. Therefore, for ill-conditioned matrices we cannot expect a strong reduction of all the modes.

This can be partly overcome by using the multigrid method. We illustrate this procedure with an example. We denote by \( D^{(n)}, n \geq 2 \), the \((n+1) \times (n+1)\) matrix of the system
in (7.4.9). This is obtained starting from the set of grid-points \( \eta_j^{(n)}, \) \( 0 \leq j \leq n \) (fine-grid). Another set of points in \([-1, 1]\) (coarse-grid) is given by the nodes \( \eta_j^{(k)}, \) \( 0 \leq j \leq k, \) where \( 2 \leq k \leq n. \) A polynomial \( p \in P_n, \) determined by its values on the fine-grid, is evaluated at the coarse-grid by using formula (3.2.7). On the other hand, we can go from the coarse-grid to the fine-grid by extrapolation, i.e.

\[
p(\eta_i^{(n)}) = \sum_{j=0}^{k} p(\eta_j^{(k)}) \tilde{r}_j^{(k)}(\eta_i^{(n)}), \quad 0 \leq i \leq n.
\]

In short, the philosophy of the multigrid method is the following. Since the eigenvalues of \( D^{(n)} \) are not available (the cost of their computation is very high), an alternative to varying the parameter \( \theta \) is to accelerate the convergence by using different grids. A good treatment of low modes is obtained by applying the Richardson method to the matrix \( D^{(k)} \) (\( k \) small) defined on the coarse-grid. Then, we can switch to the fine-grid by (8.7.1), and work with the matrix \( D^{(n)} \) to damp the high modes with a relatively small \( \theta. \) In general, the algorithm applies to different sets of grid-points, selected in turn, according to some prescribed rule (the most classical one is the V-cycle). There are many ways to advance the method. These depend on the problem and the competence of the user. A comparative analysis is given in Heinrichs(1988). Other results are provided in Muñoz(1990). Early applications within the framework of spectral methods, for more specialized problems, are examined, for instance, in Zang, Wong and Hussaini(1982), Streett, Zang and Hussaini(1985), Brandt, Fulton and Taylor(1985), Zang and Hussaini(1986). For a general overview of the method, we refer to Hackbusch(1985).

Using the multigrid method for the preconditioned systems in place of a plain preconditioned iterative scheme, does not improve very much the rate of convergence for problems in one dimension. More interesting are the applications in two or three dimensions. Performances also depend on the velocity and the cost to transfer the data from one grid to the next. Particular efficiency is obtained in the Chebyshev case. When \( n \) is even and \( k = n/2, \) recalling relation (3.8.16), all the points of the coarse-grid are also points of the fine-grid. Furthermore, the inverse formula (8.7.1) is implemented via FFT.
The large amount of material accumulated in the previous chapters is now directed towards the study of the convergence of approximate solutions to differential equations. Beginning with the simplest linear equations, we then extend our analysis to other, more complex, problems. Throughout this chapter, however, we remain focused on different techniques, rather than on solving complicated equations.

9.1 General considerations

Assume that $I \subset \mathbb{R}$ is a bounded open interval. Without loss of generality we set $I := ]-1, 1[$. In fact, any other interval is mapped into $]-1, 1[$ by a linear change of variables and a translation. Note that the space of polynomials $P_n$, $n \in \mathbb{N}$, is invariant under these transformations.

Let $f : \bar{I} \to \mathbb{R}$ be a given continuous function. A very simple differential equation is

$$
\begin{align*}
U' &= f \quad \text{in } ]-1, 1[,
\end{align*}
$$

(9.1.1)

$$
\begin{align*}
U(-1) &= \sigma,
\end{align*}
$$
where $\sigma \in \mathbb{R}$, and $U: \bar{I} \to \mathbb{R}$ is the unknown. Of course, we know the solution explicitly, i.e.

$$U(x) = \sigma + \int_{-1}^{x} f(s) \, ds, \quad \forall x \in \bar{I}.$$  

We are concerned with the convergence analysis of polynomial approximations of $U$. We give an overview of different techniques in the coming sections.

A generalization of (9.1.1) is

$$\begin{cases} 
U' + AU = f & \text{in } [-1, 1], \\
U(-1) = \sigma,
\end{cases}$$  

where $A: \bar{I} \to \mathbb{R}$ is a given continuous function.

Other elementary problems can be studied. We are mainly interested in boundary-value problems. Two typical examples of second-order equations are

$$\begin{cases} 
-U'' = f & \text{in } I, \\
U(-1) = \sigma_1, \quad U(1) = \sigma_2,
\end{cases}$$  

$$\begin{cases} 
-U'' + \mu U = f & \text{in } I, \\
U'(-1) = \sigma_1, \quad U'(1) = \sigma_2,
\end{cases}$$

where $\sigma_1, \sigma_2 \in \mathbb{R}$ and $\mu > 0$. In particular, (9.1.4) and (9.1.5) are known as Dirichlet problem and Neumann problem respectively.

Within the framework of fourth-order problems, we consider for instance the equation

$$\begin{cases} 
U^{IV} = f & \text{in } I, \\
U(-1) = \sigma_1, \quad U(1) = \sigma_2, \\
U'(-1) = \sigma_3, \quad U'(1) = \sigma_4,
\end{cases}$$

with $\sigma_i \in \mathbb{R}$, $1 \leq i \leq 4$. 
Theoretical considerations of the problems proposed above are presented in many books on ordinary differential equations. We refer for instance to Golomb and Shanks (1965), Brauer and Nohel (1967), Simmons (1972), etc. Once we gain enough experience with the numerical treatment of these elementary equations, we will turn to more realistic problems. Several non-trivial examples are discussed in chapter twelve.

9.2 Approximation of linear equations

A technique to approximate the solution of problem (9.1.1) is the so-called tau method. Early applications were considered in Lanczos (1956). Theoretical developments are given for instance in Gottlieb and Orszag (1977), for Chebyshev and Legendre expansions. The unknown function $U$ is approximated by a sequence of polynomials $p_n \in P_n, \ n \geq 1$, which are expressed in the frequency space relative to some Jacobi weight function $w$. For any $n \geq 1$, these are required to be solutions of the following problem:

\[
\begin{align*}
  p_n' &= \Pi_{w,n-1}f \quad \text{in } ]-1,1],
  \\
  p_n(-1) &= \sigma.
\end{align*}
\]

The operator $\Pi_{w,n}, \ n \in \mathbb{N}$, is the same operator introduced in section 2.4. In this scheme the boundary condition is the same as in (9.1.1), but the function $f$ is replaced by a truncation of the series (6.2.11). In practice, we project the differential equation in the space $P_{n-1}$. Following the suggestions provided in section 7.3, where now $q := \Pi_{w,n-1}f$, we can reduce (9.2.1) to a linear system. The vector on the right-hand side contains the first $n$ Fourier coefficients of the function $f$ and the datum $\sigma$. The unknown vector consists of the Fourier coefficients of the polynomial $p_n$. Note that these do not coincide with the first $n+1$ Fourier coefficients of the function $U$.

The question is to check whether $\lim_{n \to +\infty} p_n = U$, and how to interpret this limit. By (9.1.2), we easily get
At this point, an estimate of the rate of convergence to zero of the error \( U - p_n, \ n \geq 1, \) in some suitable norm, is straightforward after recalling the results of section 6.2. For example, when \(-1 < \alpha < 1\) and \(-1 < \beta < 1\), it is easy to obtain uniform convergence with the help of the Schwarz inequality and of theorem 6.2.4. Indeed, for \( k \in \mathbb{N} \), one has

\[
(9.2.3) \quad \sup_{x \in [-1,1]} |U(x) - p_n(x)| \leq C \left( \frac{1}{n} \right)^k \|f\|_{H^k_w(I)}, \quad \forall n > k.
\]

The space \( H^k_w(I), \ k \in \mathbb{N} \), is defined in (5.7.1). As already observed in chapter six, the more regular the function \( f \), the faster the decay of the error is.

Another approach is to construct the approximation scheme in the physical space. This leads to the collocation (or pseudospectral) method. Now, the approximating polynomials \( p_n \in P_n, \ n \geq 1, \) satisfy

\[
(9.2.4) \quad \begin{cases}
  p_i'(\eta_i^{(n)}) = f(\eta_i^{(n)}) & 1 \leq i \leq n, \\
  p_n(\eta_0^{(n)}) = \sigma.
\end{cases}
\]

Here, we impose the boundary condition at \( x = -1 \) and we collocate the differential equation at the nodes \( \eta_i^{(n)}, 1 \leq i \leq n \). We are left with a linear system in the unknowns \( p_n(\eta_j^{(n)}), 0 \leq j \leq n \). The corresponding matrix is obtained following the guideline of section 7.4. We remark that the computed values \( p_n(\eta_j^{(n)}), 0 \leq j \leq n, \) do not coincide in general with the values \( U(\eta_j^{(n)}), 0 \leq j \leq n. \)

We can study the convergence of the collocation method by arguing as follows. We define \( r(x) := 1 + x, \ x \in \tilde{I} \). Then, we note that (9.2.4) is equivalent to

\[
(9.2.5) \quad \begin{cases}
  p_n' = [\tilde{I}_{w,n}(fr)]^{-1} \text{ in } [-1,1], \\
  p_n(-1) = \sigma,
\end{cases}
\]
where $\tilde{I}_{w,n}$, $n \geq 1$, is the interpolation operator at the points $\eta_j^{(n)}$, $0 \leq j \leq n$ (see section 3.3). It turns out that $[\tilde{I}_{w,n}(fr)]^{r-1}$ is the interpolant of $f$ at the nodes $\eta_j^{(n)}$, $1 \leq j \leq n$. This shows the equivalence of (9.2.5) with (9.2.4). The analysis of the error $U-p_n$, $n \geq 1$, is then recovered from the estimates of the error $[fr-\tilde{I}_{w,n}(fr)]^{r-1}$. These results have been developed in section 6.6.

The two approximation methods described here differ in the treatment of the function $f$. Projection and interpolation operators have been used respectively. A small difference is due to the aliasing error (see section 4.2), but the approximating solutions behave similarly. The first approach is more effective in terms of computational cost.

Tau and collocation methods are respectively used to approximate the solution of problem (9.1.3) according to the following schemes:

\begin{equation}
\begin{cases}
p_n' + \Pi_{w,n-1}(Ap_n) = \Pi_{w,n-1}f & \text{in } ]-1,1],
p_n(-1) = \sigma,
\end{cases}
\end{equation}

(9.2.6)

\begin{equation}
\begin{cases}
p_n'(\eta_i^{(n)}) + A(\eta_i^{(n)})p_n(\eta_i^{(n)}) = f(\eta_i^{(n)}) & 1 \leq i \leq n,
p_n(\eta_0^{(n)}) = \sigma,
p_n \in P_n, \quad n \geq 1.
\end{cases}
\end{equation}

(9.2.7)

The corresponding linear systems are given by (7.3.3) and (7.4.7). Here, the second approach is preferable, having the coefficients of the matrix relative to the tau method a complicate expression, for a non-constant function $A$.

The analysis of convergence is now more involved and general results are not available. We examine for instance the collocation method in the Legendre case. We recall that the norm in the space $L^2_w(I)$ is defined in (5.2.4).
Theorem 9.2.1 - Let $\alpha = \beta = 0$ and $A : \bar{I} \to \mathbb{R}$, be a continuous positive function satisfying $A(x) \geq \epsilon$, $\forall x \in \bar{I}$, for a given $\epsilon > 0$. Then

$$\lim_{n \to +\infty} \| p_n - U \|_{L^2_w(I)} = 0,$$

where $p_n$, $n \geq 1$, is the solution of (9.2.7) and $U$ is the solution of (9.1.3).

Proof - We first note that, by the triangle inequality (2.1.5), one has

$$\| p_n - U \|_{L^2_w(I)} \leq \| p_n - \tilde{I}_{w,n}U \|_{L^2_w(I)} + \| \tilde{I}_{w,n}U - U \|_{L^2_w(I)}, \quad n \geq 1.$$

The last term of the right-hand side tends to zero in view of theorem 6.6.1. After defining $s_n := p_n - \tilde{I}_{w,n}U \in P_n$, $n \geq 1$, we require an estimate for the error $\| s_n \|_{L^2_w(I)}$, $n \geq 1$.

Equations (9.1.3) and (9.2.7) yield

$$\begin{cases}
    s'_n(\eta_i^{(n)}) + A(\eta_i^{(n)})s_n(\eta_i^{(n)}) = (U - \tilde{I}_{w,n}U)'(\eta_i^{(n)}) & 1 \leq i \leq n, \\
    s_n(\eta_0^{(n)}) = 0.
\end{cases}$$

(9.2.10)

Using the quadrature formula (3.5.1) with $w \equiv 1$, we obtain

$$\int_I s'_n s_n \, dx + \sum_{i=0}^{n} A(\eta_i^{(n)}) s_n^2(\eta_i^{(n)}) \tilde{w}_i^{(n)}$$

$$= \sum_{i=0}^{n} (U - \tilde{I}_{w,n}U)'(\eta_i^{(n)}) s_n(\eta_i^{(n)}) \tilde{w}_i^{(n)}, \quad n \geq 1.$$

Next, we observe that $\int_I s'_n s_n \, dx = \frac{1}{2} s_n^2(1) \geq 0$, $n \geq 1$. Therefore, from the assumptions on $A$ and the Schwarz inequality, one gets

$$\epsilon \| s_n \|_{w,n} \leq \| \tilde{I}_{w,n}U' - (\tilde{I}_{w,n}U)' \|_{w,n}, \quad n \geq 1,$$

(9.2.12)

where we note that $\tilde{I}_{w,n}U'$ coincides with $U'$ at the nodes. The norm $\| \cdot \|_{w,n}$, $n \geq 1$, is given in (3.8.2). By virtue of theorem 3.8.2, this norm is equivalent to the $L^2_w(I)$ norm. Besides, when $U \in C^1(\bar{I})$, the right-hand side of (9.2.12) tends to zero. Actually, by (3.8.6), one has
Finally, we use inequalities like (6.6.1) and (6.6.8) to estimate the last term. This shows that \( \|s_n\|_{L_2^w(I)} \) tends to zero for \( n \to +\infty \). Thus, we get (9.2.8).

As seen from the proof given above, the rate of convergence in (9.2.8) is the typical one of spectral approximations. In particular, for analytic solutions \( U \), the decay of the error is exponential. The extension of theorem 9.2.1 to other Jacobi weights is not straightforward. Convergence estimates for the Chebyshev case can be derived from the results in SOLOMONOFF and TURKEL(1989). The use of collocation nodes relative to Gauss type formulas is helpful in the theoretical analysis, since it allows us to substitute summations with integrals as in (9.2.11). Unfortunately, when the weight function \( w \) is singular at the boundary, the integrals cannot be manipulated further. This is the major drawback in the analysis of approximations involving Chebyshev polynomials.

For example, the quantity \( \int_I \phi' \phi w dx, \phi \in P_n, \phi(-1) = 0 \) is not in general positive when \( w(x) = 1/\sqrt{1-x^2}, x \in I \) (see GOTTLIB and ORSZAG(1977), p.89).

First, we show the results of numerical experiment when \( U \) is a very smooth function. We choose \( \sigma = 0 \) and \( A(x) := 1 + x^2, x \in \bar{I} \). The datum \( f \) in (9.1.3) is such that \( U(x) := \sin(1 + x), x \in \bar{I} \). In table 9.2.1, we give the error \( E_n := \|p_n - \tilde{I}_{w,n}U\|_{L_2^w(I)} \) for various \( n \), when \( p_n \) is obtained with the scheme (9.2.7) relative to the Legendre nodes. It is evident that the convergence is extremely fast. Note that, from (9.2.9), the error \( \|p_n - U\|_{L_2^w(I)} \) is bounded by \( E_n \) plus a term which does not depend on the polynomial \( p_n \). Therefore, the examination of \( E_n \) gives sufficient information about the efficiency of the approximation technique. In addition, according to formula (3.8.10), the computation of \( E_n \) is obtained from the values of \( p_n \) at the nodes. These values are the actual solutions of (9.2.7), after inverting the linear system corresponding to (7.4.7).
We consider another example. In figure 9.2.1, we plot the approximating polynomials $p_n$, $n = 4, 10, 16$, obtained by the collocation method (9.2.7) at the Legendre nodes.
The exact solution (dashed line in figure 9.2.1) is $U(x) := \sqrt{1+x} - 1$, $x \in \bar{I}$, corresponding to the data: $\sigma = -1$, $A \equiv \frac{1}{2}$ and $f(x) := \frac{2+x}{2\sqrt{1+x}} - \frac{1}{2}$, $x \in [-1,1]$. We observe that $f \notin C^0(\bar{I})$ and that $U$ has a singularity in the derivative at $x = -1$. Nevertheless, convergence is still achieved. The same experiment, using the collocation method at the Chebyshev nodes, displays a similar behavior.

The numerical schemes introduced here can be also generalized to other type of equations. For example, tau and collocation methods applied to problem (9.1.4), give respectively

\begin{equation}
\begin{cases}
-p''_n = \Pi_{w,n-2}f & \text{in } I, \\
p_n(-1) = \sigma_1, & p_n(1) = \sigma_2,
\end{cases}
\tag{9.2.14}
\end{equation}

\begin{equation}
\begin{cases}
-p''_n(\eta_i^{(n)}) = f(\eta_i^{(n)}) & 1 \leq i \leq n - 1, \\
p_n(\eta_0^{(n)}) = \sigma_1, & p_n(\eta_n^{(n)}) = \sigma_2,
\end{cases}
\tag{9.2.15}
\end{equation}

The systems corresponding to (9.2.14) and (9.2.15) have been investigated in sections 7.3 and 7.4, respectively. Similar considerations hold for the remaining differential equations proposed in section 9.1. In all cases, we expect convergence of the sequence of polynomials $p_n$ to the exact solution $U$, as $n$ tends to infinity. To provide convergence estimates, it is useful to restate the original problems in an appropriate way. We study how to do this in the next sections.

9.3 The weak formulation

An effective approach for the study of solutions of differential equations, and how to approximate them, is the variational method. Here, the problem is conveniently formulated in the so-called weak form. For a given equation, there are several ways to proceed.
Classical formulations are illustrated for instance in LIONS and MAGENES (1972). Alternative formulations, specifically addressed to applications in the field of spectral methods, are introduced in CANUTO and QUARTERONI (1981), MADAY and QUARTERONI (1981), CANUTO and QUARTERONI (1982b). Following these papers, we present several useful results. Let us begin by examining the Dirichlet problem (9.1.4). Without loss of generality, we can assume that $\sigma_1 = \sigma_2 = 0$ (homogeneous boundary conditions). Actually, solutions corresponding to non-homogeneous boundary conditions are obtained by adding to $U$ the function $r(x) := \frac{1}{2}(1-x)\sigma_1 + \frac{1}{2}(1+x)\sigma_2, x \in \bar{I}$.

Let $X$ be a suitable functional space, for now the space $C^\infty_0(I)$ (see section 5.4). Recall that $\phi \in X$ satisfies $\phi(\pm 1) = 0$. Thus, one obtains the identity

$$
(9.3.1) \quad \int_I U'(\phi w)' \, dx = \int_I f\phi w \, dx, \quad \forall \phi \in X.
$$

The above relation is obtained by multiplying both sides of equation (9.1.4) by $\phi w$ and integrating in $I$. The final form follows after integration by parts using the condition $\phi(\pm 1) = 0$. In this context, $\phi$ is called a test function. It is an easy exercise to check that, due to the freedom to choose the test functions, we start from (9.3.1) and deduce the original equation (9.1.4). Thus, one concludes that, when $U$ is solution to (9.3.1) with $U(\pm 1) = 0$, then it is also solution to (9.1.4) with $\sigma_1 = \sigma_2 = 0$.

The advantage of replacing (9.1.4) with (9.3.1) is that the new formulation can be suitably generalized by weakening the hypotheses on the data and the solution. To this end, we note that, according to (9.3.1), $U$ is not required to have a second derivative. This regularity assumption is substituted by appropriate integrability conditions on $U'$ and $\phi'$. In order to proceed with our investigation, we need to use the functional spaces introduced in section 5.7. Henceforth, $w$ will be the Jacobi weight function in the ultraspherical case, where $\nu := \alpha = \beta$ satisfies $-1 < \nu < 1$. We shall seek the solution $U$ in the space $H^1_{0,w}(I)$ (see (5.7.6)), which is also a natural choice for the space of test functions. Therefore, we set $X \equiv H^1_{0,w}(I)$. Finally, we take $f \in L^2_w(I)$ (see (5.2.1)). As we will see, these assumptions are sufficient to guarantee the existence of the integrals in (9.3.1), which are now considered in the Lebesgue sense.

The next step is to insure that, in spite of such generalizations, problem (9.3.1) is still
well-posed. This means that it admits a unique weak solution $U \in X$. We remark that two solutions of (9.3.1) which differ on a set of measure zero are in the same class of equivalence in $X$. 

We first introduce some notation. Consider the bilinear form $B_w : X \times X \to \mathbb{R}$ defined as follows:

\begin{equation}
B_w(\psi, \phi) := \int_I \psi'(\phi w)' \, dx, \quad \forall \psi, \phi \in X.
\end{equation}

The mapping $B_w$ is linear in each argument (this justifies the term bilinear). We also define the linear operator $F_w : X \to \mathbb{R}$ according to

\begin{equation}
F_w(\phi) := \int_I f \phi w \, dx, \quad \forall \phi \in X.
\end{equation}

With the above definitions we restate (9.3.1). We are concerned with finding $U \in X$ such that

\begin{equation}
B_w(U, \phi) = F_w(\phi), \quad \forall \phi \in X.
\end{equation}

The answer to our question relies on the following general result.

**Theorem 9.3.1** (Lax & Milgram) - Let $X$ be a Hilbert space. Let $B : X \times X \to \mathbb{R}$ be a bilinear form and $F : X \to \mathbb{R}$ be a linear operator. Let us assume that there exist three positive constants $C_1, C_2, C_3$ such that

\begin{align*}
(9.3.5) & \quad |B(\psi, \phi)| \leq C_1 \|\psi\|_X \|\phi\|_X, \quad \forall \psi, \phi \in X, \\
(9.3.6) & \quad B(\psi, \psi) \geq C_2 \|\psi\|_X^2, \quad \forall \psi \in X, \\
(9.3.7) & \quad |F(\phi)| \leq C_3 \|\phi\|_X, \quad \forall \phi \in X.
\end{align*}
Then, there exists a unique solution \( U \in X \) of problem
\[
B(U, \phi) = F(\phi), \quad \forall \phi \in X.
\]
Moreover, we can find a positive constant \( C_4 > 0 \) such that
\[
\|U\|_X \leq C_4 \sup_{\phi \in X, \phi \neq 0} \frac{|F(\phi)|}{\|\phi\|_X}.
\]

The Lax-Milgram theorem is a powerful tool for proving existence and uniqueness for a large class of linear differential problems. Though the proof is not difficult, we omit it for simplicity. Applications and extensions have been considered in many publications. We suggest the following authors: LAX and MILGRAM (1954), BREZIS (1983), BREZZI and GILARDI (1987). Inequality (9.3.6) plays a fundamental role in the proof of theorem 9.3.1. It is in general known as a coerciveness condition and indicates that (9.3.8) is an elliptic problem.

The final step is to check whether the Lax-Milgram theorem can be applied to study the solution of (9.3.4). It is quite easy to show that \( X \equiv H^1_{0,w}(I) \subset C^0(\bar{I}) \) is a Hilbert space (see section 5.3). In addition, inequalities (9.3.5), (9.3.6) and (9.3.7) are directly obtained from the following result (we recall that the norm in \( H^1_{0,w}(I) \) is given by (5.7.7)).

**Theorem 9.3.2** - Let \( \nu := \alpha = \beta \) with \(-1 < \nu < 1\). Then, we can find three positive constants \( C_1, C_2, C_3 \) such that
\[
\int_I \psi'(\phi w)'dx \leq C_1 \left( \int_I [\psi']^2 w \, dx \right)^{\frac{1}{2}} \left( \int_I [\phi']^2 w \, dx \right)^{\frac{1}{2}}, \quad \forall \psi, \phi \in H^1_{0,w}(I),
\]
\[
\int_I \psi'(\psi w)'dx \geq C_2 \int_I [\psi']^2 w \, dx, \quad \forall \psi \in H^1_{0,w}(I),
\]
\[
\int_I f\phi w \, dx \leq C_3 \|f\|_{L^2_w(I)} \left( \int_I [\phi']^2 w \, dx \right)^{\frac{1}{2}}, \quad \forall \phi \in H^1_{0,w}(I).
\]
Proof - We start by considering \( \psi, \phi \in P_0^n \subset H^1_0(I) \), for some \( n \geq 2 \). Then, the first inequality is obtained by applying the Schwarz inequality (2.1.7) to the integral 
\[
\int_I (\psi' \sqrt{w}) [((\phi w)')/\sqrt{w}] dx.
\]
Recalling that \((w')^2/w \leq w/(1 - x^2)^2\), we conclude using the results of lemma 8.6.1. The second inequality is proven in lemma 8.2.1. The third one comes from the Schwarz inequality and (5.7.5). The proof of (9.3.10), (9.3.11), (9.3.12) in \( H^1_0(I) \) requires a little care. In short, one approximates \( \phi \in H^1_0(I) \) by a sequence of polynomials \( \phi_n \in P_0^n, n \in \mathbb{N} \), converging to \( \phi \) in such a way that
\[
\lim_{n \to +\infty} \| \phi - \phi_n \|_{H^1_0(I)} = 0.
\]
This also implies: \( \lim_{n \to +\infty} \| \phi_n \|_{H^1_0(I)} = \| \phi \|_{H^1_0(I)} \). The proposition follows by a limit process which is standard in Lebesgue integration theory (see KOLMOGOROV and FOMIN(1961)). The details are omitted.

Thus, (9.3.4) is a well-posed problem. In the special case when \( f \in C^0(\bar{I}) \subset L^2_w(I) \), the solution \( U \) of (9.3.4) is the classical strong solution satisfying (9.1.4).

Generalizations can be examined with little modification. For example, let us consider the boundary-value problem

\[
(9.3.13) \quad \begin{cases} -U'' + A_1 U' + A_2 U = f \quad \text{in } I, \\ U(\pm 1) = 0, \end{cases}
\]

where \( A_1 : \bar{I} \to \mathbb{R} \) and \( A_2 : \bar{I} \to \mathbb{R} \) are given bounded integrable functions. Here, we can replace (9.3.2) by the bilinear form

\[
(9.3.14) \quad B_w(\psi, \phi) = \int_I \psi' (\phi w)' dx + \int_I [A_1 \psi' \phi + A_2 \psi \phi] w dx, \quad \forall \psi, \phi \in X.
\]

One checks that, if the inequality \( A_2 w - \frac{1}{2} (A_1 w)' \geq 0 \) holds in \( I \), then the hypotheses of theorem 9.3.1 are satisfied. Therefore, the variational formulation of (9.3.13) admits a unique weak solution.
We now propose a weak formulation of the Neumann problem (9.1.5). Let us first discuss the Legendre case. We set $X \equiv H^1_w(I)$, where $w \equiv 1$. We introduce $B_w : X \times X \to \mathbb{R}$ and $F_w : X \to \mathbb{R}$ such that

$$B_w(\psi, \phi) := \int_I \psi' \phi' \, dx + \mu \int_I \psi \phi \, dx, \quad \forall \psi, \phi \in X,$$

$$F_w(\psi) := \int_I f \phi \, dx + \sigma_2 \phi(1) - \sigma_1 \phi(-1), \quad \forall \phi \in X.$$

According to these new definitions, we consider the problem of finding $U \in X$ which satisfies (9.3.4).

**Theorem 9.3.3** - Let $w \equiv 1$ and $X \equiv H^1_w(I)$. Let $B_w$ and $F_w$ be respectively defined by (9.3.15) and (9.3.16). Then, problem (9.3.4) has a unique weak solution $U \in X$. Moreover, if $U \in C^2(\bar{I})$, then $U$ is solution of (9.1.5).

**Proof** - It is an easy matter to verify the hypotheses of theorem 9.3.1. In particular, to prove (9.3.7) we note that, by (5.7.4), one has $|\phi(\pm 1)| \leq \|\phi\|_{C^0(I)} \leq K_2 K_1^{-1} \|\phi\|_X$. Then, we have existence and uniqueness of a weak solution $U \in X$. When $U$ is more regular, we can write

$$U'(1)\phi(1) - U'(-1)\phi(-1) + \int_I [-U'' + \mu U]\phi \, dx$$

$$= \int_I f \phi \, dx + \sigma_2 \phi(1) - \sigma_1 \phi(-1), \quad \forall \phi \in X,$$

which leads to $-U'' + \mu U = f$ in $I$, by testing on the functions $\phi \in H^1_{0,w}(I) \subset X$.

We can now remove the integrals in (9.3.17) and recover the boundary conditions $U'(-1) = \sigma_1, \ U'(1) = \sigma_2$.

We can also study variational formulations of the Neumann problem based on different Jacobi weight functions. We set $X \equiv H^1_w(I)$, where $w$ is the ultraspherical weight function with $\nu := \alpha = \beta$ satisfying $-1 < \nu < 1$. Then, $B_w : X \times X \to \mathbb{R}$ and $F_w : X \to \mathbb{R}$ are modified to get
(9.3.18) \[ B_w(\psi, \phi) := \int_I (\psi - \tilde{\psi})' ((\phi - \tilde{\phi}) w) dx + \int_I \tilde{\psi}' \tilde{\phi}' dx \]
\[ + \mu \int_I \psi (\phi - \tilde{\phi}) w dx + \mu \int_I \psi \tilde{\phi} dx, \quad \forall \psi, \phi \in X, \]

(9.3.19) \[ F_w(\phi) := \int_I f (\phi - \tilde{\phi}) w dx + \int_I f \tilde{\phi} dx + \sigma_2 \phi(1) - \sigma_1 \phi(-1), \quad \forall \phi \in X. \]

In the above expressions, for a given function \( \chi \in X \), we have defined \( \tilde{\chi} \in X \) to be the function \( \tilde{\chi}(x) := \frac{1}{2}(1-x)\chi(-1) + \frac{1}{2}(1+x)\chi(1), \quad x \in \tilde{I} \). We note that \( \tilde{\chi} \in \mathbb{P}_1 \) and \( \chi - \tilde{\chi} \in H^1_{0,w}(I) \). For \( \nu = 0 \), (9.3.18) and (9.3.19) give respectively (9.3.15) and (9.3.16). As usual, we are interested in finding the solution \( U \in X \) of (9.3.4).

Without entering into details of the proof, we claim that it is possible to find a constant \( \mu^* > 0 \) such that, for any \( \mu \in [0, \mu^*] \), the bilinear form \( B_w \) in (9.3.18) fulfills the requirements (9.3.5) and (9.3.6). This result is given in Funaro (1988) for the Chebyshev case and can be easily generalized to other Jacobi weights. This implies existence and uniqueness of a weak solution \( U \in X \). When \( f \in C^0(\tilde{I}) \), we can relate \( U \) to problem (9.1.5) by arguing as follows. Considering that \( \tilde{\phi}' \in \mathbb{P}_0 \) is a constant function, we write

(9.3.20) \[ \int_I \tilde{U}' \tilde{\phi}' dx = (\tilde{U}(1) - \tilde{U}(-1)) \tilde{\phi}' = (U(1) - U(-1)) \tilde{\phi}' \]
\[ = \int_I U' \tilde{\phi}' dx = U'(1) \tilde{\phi}(1) - U'(1) \tilde{\phi}(-1) - \int_I U'' \tilde{\phi} dx. \]

Therefore, since \( \tilde{U}'' \equiv 0 \) and \( \tilde{\phi}(\pm 1) = \phi(\pm 1) \), one has

(9.3.21) \[ B_w(U, \phi) = \int_I (-U'' + \mu U)(\phi - \tilde{\phi}) w dx + \int_I (-U'' + \mu U) \tilde{\phi} dx \]
\[ + U'(1) \phi(1) - U'(-1) \phi(-1) = F_w(\phi), \quad \forall \phi \in X. \]

One first uses test functions \( \phi \) belonging to \( H^1_{0,w}(I) \) (therefore \( \tilde{\phi} \equiv 0 \)). This implies the differential equation \( -U'' + \mu U = f \) in \( I \). Finally, we eliminate the integrals and obtain the boundary conditions.
As pointed out in section 9.2, the use of ultraspherical weight functions with \( \nu \neq 0 \), can lead to some trouble in the treatment of the integrals. This is why the bilinear form \( B_w \) has been decomposed into two components. In the one containing the weight function \( w \), integration by parts is allowed since \( \phi - \tilde{\phi} \) vanishes at the points \( x = \pm 1 \). The other component does not contain the weight function and takes into account the boundary constraints.

Variational formulations also exist for fourth-order equations. For example, we examine problem (9.1.6). We assume \( \sigma_i = 0, \ 1 \leq i \leq 4 \). Otherwise, we replace \( U \) by \( U - s \), where \( s \in P_3 \) is given in (7.4.20). Then, for \( f \in L^2_w(I) \), we define

\[
B_w(\psi, \phi) := \int_I \psi''(\phi w)'' \, dx, \quad \forall \psi, \phi \in X,
\]

(9.3.22)

\[
F_w(\phi) := \int_I f \phi w \, dx, \quad \forall \phi \in X.
\]

(9.3.23)

A natural choice for the functional space is

\[
X \equiv H^2_{0,w}(I) := \{ \phi | \phi \in H^2_w(I), \ \phi(\pm 1) = \phi'(\pm 1) = 0 \}.
\]

(9.3.24)

It is left for the reader to check that \( B_w \) and \( F_w \) satisfy the hypotheses of Lax-Milgram theorem, when \( w \) is the ultraspherical weight function with \( -1 < \nu < 1 \). In particular, coerciveness is a consequence of lemma 8.2.5. This property provides a unique weak solution \( U \in X \) of the problem \( B_w(U, \phi) = F_w(\phi), \ \forall \phi \in X \). In the standard way, one verifies that \( U \) is solution to (9.1.6) whenever \( f \in C^0(\bar{I}) \). More properties and results are discussed in BERNARDI and MADAY(1990) and FUNARO and HEINRICH(1990).

In a more advanced setting, we can construct variational formulations of the problems considered above, where two different spaces are used for the solution and the test functions. In this case, one defines an appropriate bilinear form \( B : X \times Y \to R \), and a linear operator \( F : Y \to R \), in order that \( U \in X \) is solution of the weak problem \( B(U, \phi) = F(\phi), \ \forall \phi \in Y \). A generalization of theorem 9.3.1 is obtained by modifying condition (9.3.6) as follows:
\\(9.3.25\) \\
\[
\begin{aligned}
&\forall \psi \in X, \ \exists \phi \in Y : \ |B(\psi, \phi)| \geq C_2 \|\psi\|_X \|\phi\|_Y, \\
&\forall \phi \in Y : \ \phi \neq 0, \ \exists \psi \in X : \ B(\psi, \phi) \neq 0.
\end{aligned}
\]

Extensions of this kind are studied, for instance, in Nečas (1962). This approach was used in Canuto and Quarteroni (1984) to provide an alternative variational formulation to problem (9.1.5).

### 9.4 Approximation of problems in the weak form

Let us see how to use the results of the previous section to carry out the convergence analysis for the approximation schemes (9.2.14) and (9.2.15). If \(B_w\) and \(F_w\) are respectively given by (9.3.2) and (9.3.3) (\(X \equiv H^1_{0,w}(I)\)), we already noticed that (9.3.4) has a unique weak solution and generalizes problem (9.1.4) with \(\sigma_1 = \sigma_2 = 0\). We also write (9.2.14) in a variational form.

For any \(n \geq 2\), we consider the finite dimensional space \(P^0_n \subset X\) (see (6.4.11)). We remark that \(P^0_n\) is a Hilbert space with the same inner product defined in \(X\). Then, we introduce the linear operator \(F_{w,n} : P^0_n \to \mathbb{R}\) as follows:

\[
(9.4.1) \quad F_{w,n}(\phi) := \int_I (\Pi_{w,n-2f}) \phi w \, dx, \quad \forall \phi \in P^0_n,
\]

where \(f \in L^2_w(I)\).

For the sake of simplicity, let \(w\) be the ultraspherical weight function with \(\nu := \alpha = \beta\) satisfying \(-1 < \nu < 1\). With the help of theorem 9.3.2, we can apply theorem 9.3.1 to obtain a unique solution \(p_n \in P^0_n\) of the problem

\[
(9.4.2) \quad B_w(p_n, \phi) = F_{w,n}(\phi), \quad \forall \phi \in P^0_n,
\]
where $B_w$ has been introduced in (9.3.2). We note that the space in which we seek the solution is rather small now. On the other hand, we require (9.4.2) to be satisfied only for test functions belonging to a subspace of $X$.

It is very easy to check that $p_n$ is solution to (9.2.14) where $\sigma_1 = \sigma_2 = 0$. In fact, setting $a(x) := (1 - x^2)w(x), x \in I,$ and recalling that $p''_n + \Pi_{w,n-2}f \in P_{n-2}$, one has

$$-\int_I p''_n \phi w \, dx = F_{w,n}(\phi), \quad \forall \phi \in P_n$$

\[ \Downarrow \]

$$-\int_I p''_n \chi a \, dx = \int_I (\Pi_{w,n-2}f) \chi a \, dx, \quad \forall \chi \in P_{n-2}$$

\[ \Downarrow \]

$$-\Pi_{a,n-2}(p''_n) = \Pi_{a,n-2}(\Pi_{w,n-2}f) \quad \text{in } I$$

\[ \Downarrow \]

$$-\Pi''_n = \Pi_{w,n-2}f \quad \text{in } I.$$
Theorem 9.4.1 - Let $X$ be a Hilbert space. Let $B : X \times X \to \mathbb{R}$ be a bilinear form and $F : X \to \mathbb{R}$ be a linear operator, both satisfying the hypotheses of theorem 9.3.1. Let us denote by $U \in X$ the unique solution of the problem $B(U, \phi) = F(\phi)$, $\forall \phi \in X$. For any $n \in \mathbb{N}$, let $X_n \subset X$ be a finite dimensional subspace of dimension $n$ and $F_n : X_n \to \mathbb{R}$ be a linear operator. Let us denote by $p_n \in X_n$ the solution of the problem $B(p_n, \phi) = F_n(\phi)$, $\forall \phi \in X_n$.

Then, we can find a constant $C > 0$ such that, for any $n \in \mathbb{N}$, we have

\begin{equation}
\|U - p_n\|_X \leq C \left\{ \inf_{\chi \in X_n} \|U - \chi\|_X + \sup_{\phi \in X_n, \phi \neq 0} \frac{|F(\phi) - F_n(\phi)|}{\|\phi\|_X} \right\}.
\end{equation}

Proof - For any $n \in \mathbb{N}$, we define $\chi_n \in X_n$ such that

\begin{equation}
B(\chi_n, \phi) = B(U, \phi), \quad \forall \phi \in X_n.
\end{equation}

Existence and uniqueness of $\chi_n$ are obtained by applying theorem 9.3.1, after noting that $B(U, \cdot) : X \to \mathbb{R}$ is a linear operator for any fixed $U \in X$. We use the triangle inequality to write

\begin{equation}
\|U - p_n\|_X \leq \|U - \chi_n\|_X + \|\chi_n - p_n\|_X, \quad n \in \mathbb{N}.
\end{equation}

Due to (9.3.6) and (9.4.5), for any $\chi \in X_n$, we get

\begin{equation}
\|U - \chi_n\|_X^2 \leq C_2^{-1} B(U - \chi_n, U - \chi_n)
\end{equation}

\begin{equation}
= C_2^{-1} B(U - \chi_n, U - \chi) \leq C_1 C_2^{-1} \|U - \chi_n\|_X \|U - \chi\|_X,
\end{equation}

which gives an estimate of the error $U - \chi_n$, $n \in \mathbb{N}$.

On the other hand, (9.3.6) yields

\begin{equation}
\|\chi_n - p_n\|_X \leq \frac{B(\chi_n - p_n, \chi_n - p_n)}{C_2 \|\chi_n - p_n\|_X} \leq
\end{equation}
\[
\leq C_2^{-1} \sup_{\phi \in X_n, \phi \neq 0} \frac{B(\chi_n - p_n, \phi)}{\|\phi\|_X} = C_2^{-1} \sup_{\phi \in X_n, \phi \neq 0} \frac{|F(\phi) - F_n(\phi)|}{\|\phi\|_X}, \quad n \in \mathbb{N}.
\]

Inequality (9.4.4) follows by combining (9.4.6), (9.4.7) and (9.4.8).

Returning to problem (9.4.2), we apply the previous theorem to get the estimate

\[
\|U - p_n\|_{H^1_{0,w}(I)} \leq C \left\{ \inf_{\chi \in P_0^1} \|U - \chi\|_{H^1_{0,w}(I)} + \|f - \Pi_{w,n-2}f\|_{L^2_w(I)} \right\}, \quad \forall n \geq 2.
\]

We further bound this error using the results of chapter six. We can consider inequalities (6.4.15) and (6.4.6) after taking \( \chi := \Pi_{w,n}^1 U \) in (9.4.9). We remark that \( f = -U'' \) in \( I \). Thus, we finally get

\[
\|U - p_n\|_{H^1_{0,w}(I)} \leq C \left( \frac{1}{n} \right)^k \|f\|_{H^k_w(I)}, \quad \forall n > k \geq 0.
\]

This shows that \( p_n \) converges to \( U \) with a rate depending on the regularity of \( f \). Due to inequality (5.7.4), this convergence is uniform.

We remark that the function \( \chi_n, n \geq 2 \), defined in the proof of theorem 9.4.1, here coincides with the polynomial \( \Pi_{w,n}^1 U \in P_0^1 \), introduced in (6.4.13). The existence of such a polynomial follows from theorem 9.3.1, and estimates of the error \( U - \Pi_{w,n}^1 U \) can be recovered from (9.4.7).

The same kind of analysis applies to the collocation method (9.2.15) in the case \( \sigma_1 = \sigma_2 = 0 \). It is sufficient to recall the quadrature formula (3.5.1) and modify (9.4.1) according to

\[
F_{w,n}(\phi) := \sum_{j=0}^n f(\eta_j^{(n)}(\phi)\hat{\eta}_j^{(n)}) \tilde{w}_j^{(n)}, \quad \forall \phi \in P_0^1,
\]

where \( f \in C^0(\bar{I}) \). We recall the Schwarz inequality and theorem 3.8.2 to check (9.3.7). Actually, one has \( |F_{w,n}(\phi)| \leq C_3 \|f\|_{C^0(\bar{I})} \|\phi\|_{H^1_{0,w}(I)}, \quad \forall \phi \in P_0^1, \forall n \geq 2. \)
Choosing as test functions the Lagrange polynomials \( \phi := \tilde{l}_i^{(n)}, \ 1 \leq i \leq n - 1 \), we obtain the relations \(-p_n''(\eta_i^{(n)}) = f(\eta_i^{(n)}), \ 1 \leq i \leq n - 1\) (see (9.2.15) and (7.4.9)).

To show that \( p_n \) converges to \( U \) when \( n \to +\infty \), we use theorem 9.4.1. Therefore, we must bound the error \(|F_w(\phi) - F_{w,n}(\phi)|, \ \phi \in P_0^n\). Recalling relation (3.8.15) one gets

\[
|F_w(\phi) - F_{w,n}(\phi)| = |(f - \tilde{I}_{w,n}f, \phi)_w + (\tilde{I}_{w,n}f - (\tilde{I}_{w,n}f, \phi)_{w,n})| \\
\leq \|f - \tilde{I}_{w,n}f\|_w \|\phi\|_w + \frac{\|u_n\|_{w,n}^2 - \|u_n\|_{w,n}^2}{\|u_n\|_{w,n}^2} (\tilde{I}_{w,n}f, u_n)_{w,n} \ (\phi, u_n)_{w,n} \\
\leq \left( \|f - \tilde{I}_{w,n}f\|_w + C \frac{|(\tilde{I}_{w,n}f, u_n)_{w,n}|}{\|u_n\|_{w,n}} \right) \|\phi\|_w, \ \forall \phi \in P_0^n,
\]

where \( u_n := P_0^{(\alpha,\beta)} \), \( n \in \mathbb{N} \), and \( C > 0 \) does not grow with \( n \) (see section 3.8). By formula (3.5.1) and orthogonality, one has \((\Pi_{w,n-1}\psi, u_n)_{w,n} = (\Pi_{w,n-1}\psi, u_n)_{w} = 0, \ \forall \psi \in P_n\). This implies that

\[
(9.4.13) \quad \frac{|(\tilde{I}_{w,n}f, u_n)_{w,n}|}{\|u_n\|_{w,n}} \leq \|\tilde{I}_{w,n}f - \Pi_{w,n-1}(\tilde{I}_{w,n}f)\|_{w,n} \\
\leq \gamma_1^{-1} \left[ \|\tilde{I}_{w,n}f - f\|_w + \|f - \Pi_{w,n-1}f\|_w + \|\Pi_{w,n-1}(f - \tilde{I}_{w,n}f)\|_w \right], \ n \geq 2.
\]

For the last inequality we used (3.8.6) and (2.1.5). By combining (9.4.12) and (9.4.13), final estimates are obtained using the results of sections 6.2 and 6.6. The results of a numerical experiment are documented in table 11.2.1.

The study of the approximation of elliptic problems, on the basis of their variational formulations, is a standard technique in finite element or finite-differences methods. Celebrated examples are considered for instance in Aubin (1972), Strang and Fix (1973), Ciarlet (1978), Fletcher (1984), and in many other books. The simplest approximation technique is in general represented by the so called Galerkin method. Within the framework of polynomial approximations, this procedure consists in finding \( p_n \in P_0^n \) such that
(9.4.14) \[ B_w(p_n, \phi) = F_w(\phi), \quad \forall \phi \in P_n^0, \]

where \( B_w \) and \( F_w \) are respectively given in (9.3.2) and (9.3.3). The convergence analysis is straightforward, since now the linear operator on the right-hand side does not depend on \( n \). In addition, (9.4.14) is equivalent to the problem

(9.4.15) \[
\begin{align*}
-p''_n &= \Pi_{a,n-2}f & \text{in } I, \\
p_n(\pm 1) &= 0,
\end{align*}
\]

where \( a(x) := (1 - x^2)w(x), \ x \in I \). The solution in this particular case has the form \( p_n = \Pi_{b,w,n}U, \ \forall n \geq 2 \) (see (6.4.13)). However, the linear system associated to (9.4.15) is not easy to recover when solving the problem in the frequency space relative to the weight function \( w \). Usually, this system is obtained by testing (9.4.14) on the set of polynomials: \( \phi(x) := P^{(\alpha,\beta)}_k(x) - \frac{1}{2}(1-x)P^{(\alpha,\beta)}_k(-1) - \frac{1}{2}(1+x)P^{(\alpha,\beta)}_k(1), \ x \in I, \ 2 \leq k \leq n \). By the orthogonality of Jacobi polynomials, we obtain the corresponding \((n-1) \times (n-1)\) matrix which does not explicitly contain the rows relative to the boundary conditions as in the tau method (clarifying remarks about this point are given in BOYD(1989), chapter six).

Let us consider now the approximation of other differential equations, such as (9.1.5). For \( X \equiv H^1_w(I) \), a variational formulation is given by (9.3.4), where \( B_w \) and \( F_w \) are defined in (9.3.18) and (9.3.19) respectively. Polynomial approximations of the solution \( U \) can be determined in several ways. We leave the analysis of tau and Galerkin methods to the reader. We examine the collocation method.

We require \( p_n \in P_n, \ n \geq 2 \), to be solution of

(9.4.16) \[ B_{w,n}(p_n, \phi) = F_{w,n}(\phi), \quad \forall \phi \in P_n. \]

Here, \( B_{w,n} : P_n \times P_n \rightarrow \mathbb{R} \) and \( F_{w,n} : P_n \rightarrow \mathbb{R} \) are respectively defined by
(9.4.17) \[ B_{w,n}(\psi, \phi) := \int_I (\psi - \tilde{\psi})'[(\phi - \tilde{\phi})w]' \, dx + \int_I \psi' \tilde{\psi}' \, dx \]
+ \mu \int_I (I_{a,n-1}\psi)(\phi - \tilde{\phi})w \, dx
+ \mu \int_I (I_{a,n-1}\psi)\tilde{\phi} \, dx,
\forall \psi, \phi \in \mathbf{P}_n,

(9.4.18) \[ F_{w,n}(\phi) := \int_I (I_{a,n-1}f)(\phi - \tilde{\phi})w \, dx + \int_I (I_{a,n-1}f)\tilde{\phi} \, dx \]
+ \sigma_2\phi(1) - \sigma_1\phi(-1),
\forall \phi \in \mathbf{P}_n,

where \( a(x) := (1 - x^2)w(x), \ x \in I \), and the interpolation operator \( I_{a,n-1}, \ n \geq 2, \) is defined in section 3.3.

Our aim is to show that (9.4.16) leads to a collocation type approximation. First, assume \( \phi \in \mathbf{P}_n^0 \) so that \( \tilde{\phi} \equiv 0 \). With the help of integration by parts and quadrature formula (3.5.1), we obtain

(9.4.19) \[ -\sum_{j=0}^n p''_n(\eta_j^{(n)})\phi(\eta_j^{(n)})\tilde{w}_j^{(n)} + \mu \sum_{j=0}^n (I_{a,n-1}p_n)(\eta_j^{(n)})\phi(\eta_j^{(n)})\tilde{w}_j^{(n)} \]
= \sum_{j=0}^n (I_{a,n-1}f)(\eta_j^{(n)})\phi(\eta_j^{(n)})\tilde{w}_j^{(n)},
\forall \phi \in \mathbf{P}_n^0.

Choosing \( \phi := \bar{I}_i^{(n)}, \ 1 \leq i \leq n - 1, \) (9.4.19) implies

(9.4.20) \[ -p''_n(x) + \mu(I_{a,n-1}p_n)(x) = (I_{a,n-1}f)(x) \quad \text{at} \quad x = \eta_i^{(n)}, \ 1 \leq i \leq n - 1. \]

Note that, for any \( g \in C^0(\bar{I}), \) one has \( (I_{a,n-1}g)(\eta_i^{(n)}) = (\bar{I}_{w,n}g)(\eta_i^{(n)}) = g(\eta_i^{(n)}), \)
\( 1 \leq i \leq n - 1. \) This gives \( -p''_n(\eta_i^{(n)}) + \mu p_n(\eta_i^{(n)}) = f(\eta_i^{(n)}), \ 1 \leq i \leq n - 1. \) Moreover, for a general \( \phi \in \mathbf{P}_n, \) we have a relation like (9.3.21). Both \( -p''_n + \mu I_{a,n-1}p_n \) and \( I_{a,n-1}f \) are polynomials of degree \( n - 2. \) Since they coincide at \( n - 1 \) points, (9.4.20) holds for any \( x \in \bar{I}. \) This enables us to remove the integrals and recover the boundary conditions \( -p''_n(-1) = -\sigma_1 \) and \( p'_n(1) = \sigma_2. \) To obtain the corresponding linear system we follow the suggestions of section 7.4 (see (7.4.13)).
To develop the convergence analysis, an extension of theorem 9.4.1 is needed, since the bilinear form now depends on \( n \). For the sake of simplicity, we do not discuss this generalization. The reader finds indications to proceed in this investigation in Strang (1972) and Ciarlet (1978).

A different treatment of the boundary conditions can be taken into consideration. First, we examine the Legendre case \( (w \equiv 1) \). In (9.4.16) define \( B_{w,n} : P_n \times P_n \to \mathbb{R} \) and \( F_{w,n} : P_n \to \mathbb{R} \) such that

\[
B_{w,n}(\psi, \phi) := \int_I \psi' \phi' \, dx + \mu \sum_{j=0}^n \psi(\eta_j^{(n)}) \phi(\eta_j^{(n)}) \tilde{w}_j^{(n)}, \quad \forall \psi, \phi \in P_n,
\]

\[
F_{w,n}(\phi) := \sum_{j=0}^n f(\eta_j^{(n)}) \phi(\eta_j^{(n)}) \tilde{w}_j^{(n)} + \sigma_2 \phi(1) - \sigma_1 \phi(-1), \quad \forall \phi \in P_n.
\]

We replaced the integrals in (9.3.15) and (9.3.16) by the summations. The modification does not alter the scheme at the nodes inside the interval \( I \). In fact, using the test functions \( \phi := \tilde{I}_i^{(n)}, 1 \leq i \leq n - 1 \), we still get the set of equations \( -p_n''(\eta_i^{(n)}) + \mu p_n(\eta_i^{(n)}) = f(\eta_i^{(n)}), 1 \leq i \leq n - 1 \). At the boundary points one gets

\[
\begin{align*}
-p_n''(-1) + \mu p_n(-1) - \gamma p_n'(-1) &= f(-1) - \gamma \sigma_1, \\
-p_n''(1) + \mu p_n(1) + \gamma p_n'(1) &= f(1) + \gamma \sigma_2,
\end{align*}
\]

where \( \gamma := [\tilde{w}_0^{(n)}]^{-1} = [\tilde{w}_n^{(n)}]^{-1} = \frac{1}{2} n(n + 1) \). Thus, we obtained the system (7.4.16) with \( q := \tilde{I}_{w,n} f \). Note that in (9.4.20) the equation is also collocated at the points \( x = \pm 1 \), and the boundary conditions are used as corrective terms.

We can make an interesting remark. In the previous examples, the variational formulations have been presented as an intermediate step to obtain convergence results by virtue of general abstract theorems. Here, we followed an inverse path. Starting from an appropriate weak formulation, we recovered a new approximation scheme with different conditions at the boundary. These relations may not have a direct physical interpretation. Nevertheless, convergence is still achieved. As a matter of fact, one shows that \( \lim_{n \to +\infty} p_n'(-1) = \sigma_1 \), \( \lim_{n \to +\infty} p_n'(1) = \sigma_2 \) (see Funaro (1988)).
There are several reasons for preferring conditions (9.4.23) to exact boundary conditions. For instance, as noticed in section 8.6, the eigenvalues of the matrix corresponding to system (7.4.16) are more appropriate for computation than the eigenvalues of problem (8.6.8). In addition, for the approximation of the solution of (9.1.5), the new approach gives better numerical results. We compare the two ways of imposing the boundary conditions in table 9.4.1. Take $\mu := 1$ and $f, \sigma_1, \sigma_2$ such that the exact solution of (9.1.5) is $U(x) := \cos(e^x)$, $x \in \bar{I}$. Then, compute the error $E_n := \|p_n - \tilde{I}_{w,n}U\|_w$ for various $n$. In the first column, $p_n$ is obtained by the collocation method with the conditions $p_n'(-1) = \sigma_1, \ p_n'(1) = \sigma_2$. In the second column, $p_n$ is obtained by the collocation method with the conditions (9.4.23).

<table>
<thead>
<tr>
<th>$n$</th>
<th>Column 1</th>
<th>Column 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>$0.1090 \times 10^{-1}$</td>
<td>$0.2009 \times 10^{-3}$</td>
</tr>
<tr>
<td>8</td>
<td>$0.4130 \times 10^{-2}$</td>
<td>$0.1840 \times 10^{-4}$</td>
</tr>
<tr>
<td>10</td>
<td>$0.2723 \times 10^{-3}$</td>
<td>$0.5941 \times 10^{-6}$</td>
</tr>
<tr>
<td>12</td>
<td>$0.6896 \times 10^{-5}$</td>
<td>$0.1495 \times 10^{-7}$</td>
</tr>
<tr>
<td>14</td>
<td>$0.1404 \times 10^{-5}$</td>
<td>$0.1471 \times 10^{-8}$</td>
</tr>
<tr>
<td>16</td>
<td>$0.7122 \times 10^{-7}$</td>
<td>$0.4405 \times 10^{-10}$</td>
</tr>
</tbody>
</table>

Table 9.4.1 - Errors corresponding to the Legendre collocation approximation of problem (9.1.5).

For other Jacobi ultraspherical weights, we generalize (9.4.21) and (9.4.22) by defining

(9.4.24) \[ B_{w,n}(\psi, \phi) := \int_I (\psi - \tilde{\psi})'[(\phi - \tilde{\phi})w]dx + \int_I \tilde{\psi}'\tilde{\phi}' dx + \mu \sum_{j=0}^n \psi(\eta_j^{(n)}) (\phi - \tilde{\phi})(\eta_j^{(n)}) \tilde{w}_j^{(n)} + \mu \sum_{j=0}^n \psi(\eta_j^{(n)}) \tilde{\phi}(\eta_j^{(n)}) \chi_j^{(n)}, \quad \forall \psi, \phi \in P_n, \]
(9.4.25) \[ F_{w,n}(\phi) := \sum_{j=0}^{n} f(\eta_j^{(n)}) (\phi - \tilde{\phi})(\eta_j^{(n)}) \tilde{w}_j^{(n)} \]

\[ + \mu \sum_{j=0}^{n} f(\eta_j^{(n)}) \tilde{\phi}(\eta_j^{(n)}) \chi_j^{(n)} + \sigma_2 \phi(1) - \sigma_1 \phi(-1), \quad \forall \phi \in P_n. \]

The weights \( \chi_j^{(n)}, 0 \leq j \leq n, \) are defined in section 3.7. When \( \nu = 0 \), we obtain (9.4.21) and (9.4.22) by noting that \( \chi_j^{(n)} = \tilde{w}_j^{(n)}, 0 \leq j \leq n. \)

Basically, \( B_{w,n} \) and \( F_{w,n} \) are derived from (9.3.18) and (9.3.19) respectively, by considering quadrature formulas in place of integrals. The errors introduced decay spectrally, giving the convergence of the method. We remark that, although Clenshaw-Curtis formula does not have the accuracy of Gaussian formulas, it is only used for polynomials of low degree (we have \( \tilde{\phi} \in P_1 \) and \( \psi \tilde{\phi} \in P_{n+1} \)).

The corresponding variational problem is equivalent to system (7.4.16) where we set \( q := \tilde{I}_{w,n} f \) and \( \gamma := [\chi_0^{(n)}]^{-1} = [\chi_n^{(n)}]^{-1} \). In general, if \( \gamma \) grows at least as \( n^2 \), one gets convergence of \( p_n \) to the solution of (9.1.5) when \( n \) tends to infinity (see Funaro(1988)).

The idea of collocating the equation at the boundary points has been also proposed in Funaro and Gottlieb(1988) for first-order equations, such as (9.1.1). This leads to a collocation scheme like that in (7.4.4), where \( \gamma \) is proportional to \( n^2 \). A proof of convergence is easily given for the Legendre case following the guideline of theorem 9.2.1.

The techniques introduced and analyzed in this section are also used for the approximation of the solution of fourth-order equations. The collocation method for computing the solution of problem (9.1.6) is

\[
\begin{align*}
&\begin{cases}
p_{n}^{IV}(\eta_i^{(n)}) = f(\eta_i^{(n)}), & 1 \leq i \leq n - 1, \\
p_n(-1) = \sigma_1, & p_n(1) = \sigma_2, \\
p'_n(-1) = \sigma_3, & p'_n(1) = \sigma_4,
\end{cases}
\end{align*}
\]

(9.4.26) where \( p_n \) is a polynomial in \( P_{n+2}, n \geq 2 \).
The way to write the linear system associated with (9.4.26) is described in section 7.4. A proof of convergence for ultraspherical weights ($\nu := \alpha = \beta$, $-1 < \nu < 1$) is provided in Bernardi and Maday (1990). In the same paper, another collocation scheme is proposed and analyzed. In the latter approach the nodes $\eta_i^{(n)}$, $1 \leq i \leq n - 1$, in (9.4.26) are replaced by the nodes $\xi_i^{(n-1)}$, $1 \leq i \leq n - 1$, which are the zeroes of $P_{n-1}^{(\nu+2,\nu+2)}$, $n \geq 2$, $-1 < \nu < 1$. In both cases, error estimates in the space $H^2_{0,w}(I)$ (see (9.3.24)) are given. The theory is developed with the help of quadrature formulas having a double multiplicity at the boundary points (see also Gautschi and Li (1991)). Other boundary conditions are analyzed in Funaro and Heinrichs (1990).

9.5 Approximation in unbounded domains

In this section, we discuss examples where the domain $I \subseteq \mathbb{R}$ is not bounded. Let us assume $I := ]0, +\infty[$. A typical second-order problem consists in finding $U : I \rightarrow \mathbb{R}$ such that

\begin{equation}
\begin{cases}
-U'' + \mu U = g \quad \text{in } I, \\
U(0) = \sigma,
\end{cases}
\end{equation}

where $\sigma \in \mathbb{R}$, $\mu > 0$, and $g : I \rightarrow \mathbb{R}$ are given.

In order to determine a unique solution of (9.5.1), we need an extra condition. This is obtained by prescribing the behavior of the unknown $U$ at infinity. For instance, we can require the convergence of $U$ to a given value. Without loss of generality we can impose the condition $\lim_{x \to +\infty} U(x) = 0$. To develop the analysis, we make further assumptions on the rate of decay of $U$. This is obtained by assuming that $U$ belongs to some functional space $X$. Thus, the best way to argue is to use a suitable variational formulation of (9.5.1). We remark that it is not restrictive to assume that $\sigma = 0$.

Let $v(x) := x^\alpha e^x$, $x \in I$, $-1 < \alpha < 1$, be a weight function. Let us define the Hilbert space:
(9.5.2) \( X \equiv H_{0,v}(I) := \{ \phi \mid \phi \in H^1_v(I), \ \phi(0) = 0 \} \).

According to section 5.7, the norm in \( X \) is given by \( \| \phi \|_X := (\int_I \phi^2 v dx + \int_I [\phi']^2 v dx)^{\frac{1}{2}} \), \( \forall \phi \in X \). Then, for \( g \in L^2_v(I) \), we are concerned with finding \( U \in X \) such that

(9.5.3) \( \int_0^{+\infty} U'(\phi v)' dx + \mu \int_0^{+\infty} U\phi v dx = \int_0^{+\infty} g\phi v dx, \ \forall \phi \in X. \)

With the same arguments of section 9.3, using the Lax-Milgram theorem, we get existence and uniqueness of a weak solution of (9.5.3), provided the parameter \( \mu \) is larger than \( \frac{1}{2} \max\{1, \frac{1}{1-\alpha}\} \). The crucial part of the proof is to show coerciveness (see (9.3.6)). This follows by virtue of lemma 8.2.7.

One checks that \( U \in X \) implies that \( \lim_{x \to +\infty} U(x) = 0 \), and the decay is exponential. Therefore, due to theorem 6.1.4, we have the requisites to approximate the solution of problem (9.5.3) by Laguerre functions (see section 6.7). To this end, we introduce the subspace \( S^0_{n-1} := \{ \phi \mid \phi \in S_n, \ \phi(0) = 0 \} \subset X \).

For example, when \( g \in C^0(\bar{I}) \), we discretize (9.5.3) as follows. For any \( n \geq 2 \), we seek \( P_n \in S^0_{n-1} \) such that

(9.5.4) \( \int_0^{+\infty} P'_n(\phi v)' dx + \mu \int_0^{+\infty} P_n\phi v dx = \int_0^{+\infty} (\tilde{I}^*_v,n g)\phi v dx, \ \forall \phi \in S^0_{n-1}. \)

The interpolation operator \( \tilde{I}^*_v,n : C^0(\bar{I}) \to S_{n-1}, \ n \geq 2 \), is defined by the relation \( \tilde{I}^*_v,n g := [\tilde{I}_{w,n}(ge^x)]e^{-x}, \ \forall g \in C^0(\bar{I}) \) (see also section 6.7), where \( \tilde{I}_{w,n}, n \geq 1 \), is the Laguerre Gauss-Radau interpolation operator (see section 3.3). We now apply theorem 9.4.1. Estimating the error \( \| g - \tilde{I}^*_v,n g \|_{L^2_v(I)} \), one deduces that \( P_n \) converges to \( U \), as \( n \) tends to infinity, in the norm of the space \( X \). The convergence is also uniform because of the inequality

(9.5.5) \( \sup_{x \in I} |\phi(x)e^{x/2}| \leq C \| \phi \|_X, \ \forall \phi \in X. \)

The next step is to determine the solution to (9.5.4). We consider the substitutions: \( p_n(x) := P_n(x)e^x, \ x \in \bar{I}, \ n \geq 2 \), and \( f(x) := g(x)e^x, \ x \in \bar{I} \). Therefore, integration by parts allows us to write (note that the boundary terms are vanishing):
\begin{equation}
\int_0^{+\infty} (-p''_n + 2p'_n - p_n)\phi w \, dx = \int_0^{+\infty} (\tilde{I}_{w,n} f)\phi w \, dx, \quad \forall \phi \in P^0_{n-1}.
\end{equation}

In (9.5.6), \( w(x) := x^\alpha e^{-x}, \ x \in I, \ -1 < \alpha < 1 \), is the Laguerre weight function. At this point, we use the quadrature formula (3.6.1). Taking as test functions the Lagrange polynomials \( \tilde{l}_i^{(n)} \), \( 1 \leq i \leq n-1 \), we obtain the collocation scheme

\begin{equation}
\begin{cases}
-p''_n(\eta_i^{(n)}) + 2p'_n(\eta_i^{(n)}) + (\mu - 1)p_n(\eta_i^{(n)}) = f(\eta_i^{(n)}), & 1 \leq i \leq n-1, \\
p_n(\eta_0^{(n)}) = 0,
\end{cases}
\end{equation}

which is the same one presented in (7.4.26) with \( \sigma = 0 \), \( q := I_{a,n-1} f \), and \( a(x) := xw(x), \ x \in I \). For the numerical implementation we suggest taking into account the results of sections 3.10 and 7.5.

Other differential equations are approximated in a similar way. Examples are found in MADAY, PERNAUD-THOMAS and VANDEVEN(1985), and MAVRIPLIS(1989). For the domain \( I \equiv \mathbb{R} \), Hermite functions are a suitable basis for computations when the solution decays like \( e^{-x^2} \) at infinity. Results in this direction are given in FUNARO and KAVIAN(1988).

The literature offers several other numerical techniques for the treatment of problems in unbounded domains by spectral methods. For instance, one can map the domain \( I \) in the interval \([-1, 1]\] and approximate the new problem by Jacobi polynomial expansions. The main difficulty is to find coordinate transformations preserving the smoothness of the problem to avoid singularities and retain spectral accuracy. Early results were given in GROSCHE and ORSZAG(1977). Further indications and comparisons are provided in BOYD(1982) and BOYD(1989), chapter 13. Using the mapping approach, the solution of the original problem is not required to decay exponentially at infinity as in the case of Laguerre or Hermite approximations.

The idea of truncating the domain is often used in applications. Here, it is not easy in general to detect the appropriate size of the computational domain. In addition, one introduces artificial boundaries, where a non correct specification of the behavior of the approximating polynomials may cause loss in accuracy. We describe an example in section 12.2.
9.6 Other techniques

Variations of the principal methods exposed in the previous sections have been suggested by different authors, with the aim of preserving spectral accuracy and facilitate numerical implementation.

For example, we already noted that discretizations by the collocation method of linear differential operators with non-constant coefficients, are much easier to implement than those using tau method. The discrepancy is more remarkable for nonlinear equations (see sections 3.3 and 9.8). However, we can still work in the frequency space by combining different techniques. For instance, we modify problem (9.2.6) by setting

\[
\begin{align*}
    p'_n + \Pi_{w,n-1} [\tilde{I}_{w,n}(Ap_n)] &= \Pi_{w,n-1} f \quad \text{in } [-1, 1], \\
    p_n(-1) &= \sigma.
\end{align*}
\]

We can solve the linear system corresponding to (9.6.1) by an iterative method. In this way, whenever we need to evaluate the product \( Ap_n \), we can go to the physical space by Fourier transform (see section 4.1) and perform this operation therein. We return to the frequency space by the inverse transform. Calculations are faster in the Chebyshev case, where we can use the FFT (see section 4.3). We remark that this algorithm does not coincide with a genuine tau method. The computations, however, exhibit a spectral accuracy.

Other methods have been developed starting from variational techniques. We consider for instance problem (9.1.4), which has a weak formulation given by (9.3.2)-(9.3.3)-(9.3.4) for \( \sigma_1 = \sigma_2 = 0 \). The Galerkin approximation is presented in (9.4.14) which is equivalent to (9.4.15). Assuming that \( w \equiv 1 \), from the orthogonality of Legendre polynomials, we easily write the corresponding linear system, where the unknowns are the Fourier coefficients of \( p_n, n \geq 2 \). Using the same weight function, a different choice of the polynomial basis leads to the so called spectral element method introduced in Patra (1984) (see also section 11.2). In this method, \( p_n \) is expanded in terms of Chebyshev polynomials, i.e. \( p_n = \sum_{k=0}^{n} c_k T_k \). Therefore, substituting in (9.4.14), one obtains
(9.6.2) \[ \sum_{k=0}^{n} c_k \int_{-1}^{1} T'_k \phi' \, dx = \int_{-1}^{1} f \phi \, dx, \quad \forall \phi \in P_n^0. \]

The coefficients \( c_k, \, 0 \leq k \leq n, \) are determined from the boundary conditions (these imply \( \sum_{k=0}^{n} c_k = \sum_{k=0}^{n} (-1)^k c_k = 0 \) and testing (9.6.2) on the set of polynomials \( \phi(x) := T_j(x) - \frac{1}{2}(-1)^j(1-x) - \frac{1}{2}(1+x), \, x \in \bar{I}, \, 2 \leq j \leq n. \) The matrix corresponding to the linear system is full and its entries are obtained by computing the integrals \( I_{kj} := \int_{-1}^{1} T'_k T'_j \, dx. \) We can provide an explicit expression of these quantities by recalling (1.5.7) and arguing as in section 2.6. In this approach, we can combine the benefits of working with Chebyshev polynomials, with a variational formulation which does not involve singular weight functions. The collocation scheme is instead obtained by taking \( p_n = \sum_{j=1}^{n-1} p_n(\eta^{(n)}_j)\tilde{l}_j^{(n)} \) in (9.4.14), and testing on \( \phi := \tilde{l}_j^{(n)}, \, 1 \leq j \leq n - 1. \)

\section{9.7 Boundary layers}

Small perturbations of certain differential operators can force the solution to degenerate in a singular behavior near the boundary points, which is often recognized as a \textit{boundary layer}. The terminology was first introduced in PRANDTL(1905). General motivations and theoretical results are given in ECKHAUS(1979), CHANG and HOWES(1984), LAGERSTROM(1988). A typical example is given by the equation

\begin{equation}
\begin{cases}
-\epsilon U'' + U = 0 & \text{in } I := [-1,1[,

U(-1) = 0, \quad U(1) = 1,
\end{cases}
\end{equation}

where \( \epsilon > 0 \) is a given parameter. The solution of (9.7.1) is

\begin{equation}
U_{\epsilon}(x) = \frac{e^{(1+x)/\sqrt{\epsilon}} - e^{-(x+1)/\sqrt{\epsilon}}}{e^{2/\sqrt{\epsilon}} - e^{-2/\sqrt{\epsilon}}}, \quad x \in \bar{I}.
\end{equation}
When $\epsilon$ tends to zero, $U_\epsilon$ converges to the discontinuous function: $U_0 \equiv 0$ in $[-1, 1]$, $U_0(1) = 1$. For very small values of $\epsilon$, various physical phenomena are related to the function $U_\epsilon$, which displays sharp derivatives in a neighborhood of the point $x = 1$. Due to this behavior, approximations of $U_\epsilon$ by low degree global polynomials, are affected by oscillations. Nevertheless, we are not in the situation that characterizes the Gibbs phenomenon (see sections 6.2 and 6.8, as well GOTTlieb and ORszag (1977), p.40). Actually, since the solution is analytic for $\epsilon > 0$, uniform convergence with an exponential rate is obtained with the usual techniques. Tau, Galerkin and collocation methods have been studied in Canuto (1988). In particular, the tau method is equivalent to finding $p_{\epsilon,n} \in P_n$, $n \geq 2$, $\epsilon > 0$, satisfying problem (7.3.5), where: $A \equiv 0$, $B \equiv \frac{1}{\epsilon}$, $q \equiv 0$, $\sigma_1 = 0$, $\sigma_2 = 1$. Thus, with the notations of section 7.1, the corresponding linear system is

$$
(9.7.3) \begin{cases}
-\epsilon c^{(2)}_k + c_k = 0 & 0 \leq k \leq n - 2, \\
\sum_{k=0}^{n} c_k u_k(-1) = 0, & \sum_{k=0}^{n} c_k u_k(1) = 1.
\end{cases}
$$

The coefficients $c^{(2)}_k$, $0 \leq k \leq n$, are given for $\nu := \alpha = \beta$ in Karageorgis and Phillips (1989) (see also (7.1.9) and (7.1.10)). These are all positive for $\nu > -1$. Therefore, it is easy to deduce that $c_k > 0$, $0 \leq k \leq n$. This property is used in Canuto (1988) to estimate the maximum norm of $p_{\epsilon,n}$. For instance, from (1.3.9), we have

$$
(9.7.4) \quad |p_{\epsilon,n}(x)| = \left| \sum_{k=0}^{n} c_k u_k(x) \right| \leq \sum_{k=0}^{n} c_k |u_k(x)|
$$

$$
\leq \sum_{k=0}^{n} c_k \binom{n + \nu}{n} = \sum_{k=0}^{n} c_k u_k(1) = p_{\epsilon,n}(1) = 1, \quad \forall x \in \tilde{I}, \forall \epsilon > 0, \forall n \geq 2.
$$

In addition, using relation (1.4.8), in the Legendre case one gets

$$
(9.7.5) \quad |p_{\epsilon,n}(x)| \leq \sum_{k=0}^{n} c_k |P_k(x)| \leq \frac{1}{2}(1 + x^2) \sum_{k=0}^{n} c_k P_k(1) = \frac{1}{2}(1 + x^2), \quad \forall x \in \tilde{I}, \forall \epsilon > 0, \forall n \geq 2.
$$
By refining the above inequalities, we can further investigate the behavior of $p_{\epsilon,n}$ near the boundary layer.

In figures 9.7.1 and 9.7.2, we plot the polynomial $p_{\epsilon,n}$ for $n = 16$ and $n = 22$, corresponding to the approximation by the tau method of problem (9.7.1) in the Legendre case ($\nu = 0$) with $\epsilon = 10^{-4}$.

For higher values of $n$, we have enough resolution to control the violent deviation of $U_\epsilon$ near the point $x = 1$. Then, the oscillations disappear. This happens approximately when $n$ is larger than $C/\sqrt{\epsilon}$, where the constant $C > 0$ does not depend on $\epsilon$.

Similar conclusions follow for the collocation method. Again, we consider the ultraspherical case, where the polynomial $p_{\epsilon,n}$, $n \geq 2$, $\epsilon > 0$, satisfies:
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\begin{equation}
(9.7.6) \begin{cases} 
  -\epsilon \, p''_{\epsilon,n} + p_{\epsilon,n} = \left[ \frac{(n+2\nu) \, c_{n-1}}{(n+\nu)(2n+2\nu-1)} + \frac{c_{n}}{n} \right] u'_n, & \text{in } I, \\
  p_{\epsilon,n}(-1) = 0, & p_{\epsilon,n}(1) = 1,
\end{cases}
\end{equation}

where \( c_k, 0 \leq k \leq n, \) are the Fourier coefficients of \( p_{\epsilon,n} \) and \( u_n := P^{(\nu,\nu)}_n, \nu > -1. \)

In fact, the polynomial \( u'_n \) vanishes at the points \( \eta_i^{(n)}, \ 1 \leq i \leq n - 1, \) giving the collocation scheme. The corrective term on the right-hand side of the first equation in (9.7.6) is obtained by equating the coefficients of the monomials \( x^n \) and \( x^{n-1} \) to the respective coefficients of the left-hand side. The Chebyshev case is treated in a similar way.

We can solve (9.7.6) in the frequency space by recalling (2.3.8) and (7.1.3). Due to the positivity of the quantities involved in these computations, we still recover \( c_k > 0, \ 0 \leq k \leq n. \) Therefore, inequalities (9.7.4) and (9.7.5) also hold when \( p_{\epsilon,n} \) is the approximation associated with the collocation method.

The same analysis can be developed for the problem

\begin{equation}
(9.7.7) \begin{cases} 
  -\epsilon \, U''_{\epsilon} + U'_{\epsilon} = 0 & \text{in } I, \ \epsilon > 0, \\
  U_{\epsilon}(-1) = 0, & U_{\epsilon}(1) = 1.
\end{cases}
\end{equation}

For this example, the results given in Canuto(1988) in the Chebyshev case point out a different behavior of the approximating polynomials, depending on the parity of their degree.

9.8 Nonlinear equations

In a large number of practical applications, physics events are modelled by the solution of nonlinear differential equations. Of course, spectral methods can be employed in
these situations as well, although a lot of robust algorithms are already available in the
framework of finite-difference computations. The success of a certain approximation
technique is strictly dependent on the type of nonlinearity, so that it is difficult to
provide general recipes. Some examples are discussed in chapter twelve. As far as the
theoretical analysis is concerned, references are very few, both for the difficulty and the
modernity of the subject. We give some hints for the implementation. Consider the
problem

\[
\begin{cases}
U'(x) = F(x, U(x)) & \forall x \in [-1, 1], \\
U(-1) = \sigma,
\end{cases}
\]

where \( F : [-1, 1] \times \mathbb{R} \to \mathbb{R} \) is a given function and \( \sigma \in \mathbb{R} \). We recover the linear
equation (9.1.3) by setting \( F(x, y) := f(x) - A(x)y \).

Appropriate conditions on \( F \) insure existence, uniqueness and regularity of the solution \( U \) (see for instance GOLOMB and SHANKS (1965), BRAUER and NOHEL (1967), SIMMONS (1972), etc.). According to the remarks of section 3.3, approximations in the
physical space are preferable to approximations in the frequency space, although one
can note a little deterioration in the numerical results, due to the effects of the aliasing
errors (see section 4.2 and ORSZAG (1972)). It is common opinion to attribute this phe-

omenon to the spacing of the collocation grid, when it is not adequate to resolve high
frequency oscillations. \textit{De-aliasing} procedures have been proposed by various authors.
The reader is addressed to BOYD (1989) for a collection of references.

The collocation method applied to problem (9.8.1) consists in finding \( p_n \in P_n, \ n \geq 1, \)
such that

\[
\begin{cases}
p_n'\left(\eta_i^{(n)}\right) = F(\eta_i^{(n)}, p_n(\eta_i^{(n)})) & 1 \leq i \leq n, \\
p_n(\eta_0^{(n)}) = \sigma.
\end{cases}
\]

In the Legendre case, a convergence result is obtained by reviewing the proof of theorem
9.2.1. This time, we assume that there exists a constant \( \epsilon > 0 \) such that
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\[(9.8.3) \quad -[F(x, y_1) - F(x, y_2)](y_1 - y_2) \geq \epsilon (y_1 - y_2)^2, \quad \forall x \in [-1, 1], \forall y_1, y_2 \in \mathbb{R}.\]

For a regular \(F\) this is equivalent to requiring \(-\frac{\partial F}{\partial y} \geq \epsilon\) in \([-1, 1] \times \mathbb{R}\).

It is clear that (9.8.2) is not equivalent to a linear system and the unknown vector \(\vec{v} := \{p_n(\eta_i^{(n)})\}_{0 \leq i \leq n}\) has to be computed by an iterative approach. We can adopt the Richardson method (see section 7.6) by defining the sequence \(\vec{v}^{(k+1)} := (I - \theta D)\vec{v}^{(k)} + \theta \vec{w}^{(k)}, \quad k \in \mathbb{N},\)

where \(\vec{v}^{(0)}\) is the initial guess. In (9.8.4), \(D\) is the matrix corresponding to the system (7.4.1) and \(\vec{w}^{(k)} = \{\sigma, F(\eta_i^{(n)}), \cdots, F(\eta_i^{(n)}), v^{(k)}_i\}\), \(k \in \mathbb{N}\). If the iterates converge for some \(\theta > 0\), then one gets \(\lim_{k \to +\infty} v^{(k)}_0 = \sigma, \quad \lim_{k \to +\infty} v^{(k)}_i = p_n(\eta_i^{(n)}), \quad 1 \leq i \leq n\).

A faster convergence is realized by using preconditioners (see sections 8.3 and 8.5).

Second-order nonlinear problems can be also considered. An example is given by the equation

\[
(9.8.5) \quad \begin{cases} 
-U''(x) + F(x, U(x), U'(x)) = 0 & x \in ]-1, 1[, \\
U(-1) = \sigma_1, & U(1) = \sigma_2,
\end{cases}
\]

where \(F : [-1, 1] \times \mathbb{R}^2 \to \mathbb{R}, \quad \sigma_1 \in \mathbb{R}, \quad \sigma_2 \in \mathbb{R},\) are given.

Spectral type approximations of (9.8.5) are studied in MADAY and QUARTERONI(1982) in the case \(F(x, y, z) := \frac{1}{\epsilon}yz - f(x), \quad \sigma_1 = \sigma_2 = 0,\) where \(\epsilon > 0\) and the function \(f : [-1, 1] \to \mathbb{R}\) is given. A general trick to analyze the solution of problem (9.8.5) and its approximation is to write the equation in the form \(U = LF(x, U, U')\), where \(L\) is the linear operator which associates to any function \(f\) the solution of problem (9.1.4) with \(\sigma_1 = \sigma_2 = 0\). Then, the investigation proceeds by using fixed-point theorems and the compactness of the operator \(L\). More details can be found in BREZZI, RAPPAZ and RAVIART(1980). We further examine the above example in section 10.4.
9.9 Systems of differential equations

Approximation by spectral methods of systems of differential equations in two or more unknowns can be also taken into consideration. We illustrate a simple example which will be also useful in section 12.3. Other systems are examined in section 10.5.

We are concerned with finding the solutions

\[ V : [-1, 1] \to \mathbb{R} \quad \text{and} \quad W : [-1, 1] \to \mathbb{R} \]

of the differential problem

\[
\begin{align*}
-\gamma V'' + \mu W &= f \quad \text{in } ]-1,1[, \\
-W'' - \mu V &= g \quad \text{in } ]-1,1[, \\
V(\pm 1) &= W(\pm 1) = 0,
\end{align*}
\]

where \( f \) and \( g \) are given continuous functions and \( \mu \in \mathbb{R} \).

We approximate (9.9.1) by the collocation method. Thus, for \( n \geq 1 \), we have to find two polynomials \( p_n, q_n \in P_n \) such that

\[
\begin{align*}
-p''_n(\eta^{(n)}_i) + \mu q_{n}(\eta^{(n)}_i) &= f(\eta^{(n)}_i) \quad 1 \leq i \leq n - 1, \\
-q''_n(\eta^{(n)}_i) - \mu p_{n}(\eta^{(n)}_i) &= g(\eta^{(n)}_i) \quad 1 \leq i \leq n - 1, \\
p_n(\eta^{(n)}_0) &= q_n(\eta^{(n)}_0) = 0, \\
p_n(\eta^{(n)}_n) &= q_n(\eta^{(n)}_n) = 0.
\end{align*}
\]

When \( n \) tends to infinity, \( p_n \) converges to \( V \) and \( q_n \) converges to \( W \). For the proof we can use the techniques developed in section 9.4. The convergence is uniform in \([-1,1]\).

As usual, the determination of the approximating polynomials is equivalent to solving a linear system which can be written by defining the vectors

\[
\begin{align*}
\bar{p}_n &\equiv (p_n(\eta^{(n)}_1), \ldots, p_n(\eta^{(n)}_{n-1})), \\
\bar{q}_n &\equiv (q_n(\eta^{(n)}_1), \ldots, q_n(\eta^{(n)}_{n-1})), \\
\bar{f}_n &\equiv (f_n(\eta^{(n)}_1), \ldots, f_n(\eta^{(n)}_{n-1})), \\
\bar{g}_n &\equiv (g_n(\eta^{(n)}_1), \ldots, g_n(\eta^{(n)}_{n-1})).
\end{align*}
\]
Then, one has

\[
\begin{bmatrix}
M_n & \mu I_n \\
-\mu I_n & M_n
\end{bmatrix}
\begin{bmatrix}
\vec{p}_n \\
\vec{q}_n
\end{bmatrix}
=
\begin{bmatrix}
\vec{f}_n \\
\vec{g}_n
\end{bmatrix},
\]

where \( I_n \) denotes the \((n - 1) \times (n - 1)\) identity matrix and \( M_n \) is the reduced \((n - 1) \times (n - 1)\) matrix corresponding to problem (7.4.9) (see (7.4.11) for the case \( n = 3 \)). In the ultraspherical case with \(-1 < \alpha = \beta \leq 1\), one shows that the matrix in (9.9.3) has eigenvalues with positive real part (see section 8.2). In addition, we can invert the \((2n - 2) \times (2n - 2)\) linear system (9.9.3) by blocks, obtaining

\[
\begin{bmatrix}
\vec{p}_n \\
\vec{q}_n
\end{bmatrix}
=
\begin{bmatrix}
(M_n^2 + \mu^2 I_n)^{-1} & 0 \\
0 & (M_n^2 + \mu^2 I_n)^{-1}
\end{bmatrix}
\begin{bmatrix}
M_n & -\mu I_n \\
\mu I_n & M_n
\end{bmatrix}
\begin{bmatrix}
\vec{f}_n \\
\vec{g}_n
\end{bmatrix}.
\]

Therefore, we only need to compute the inverse of \( M_n^2 + \mu^2 I_n \).

### 9.10 Integral equations

In concluding this chapter, we say a few words about the possibility of using polynomials in the approximation of equations in integral form. A standard example is given by the following singular integral equation:

\[
A U(x) + \frac{B}{\pi} \int_{-1}^{1} \frac{U(s)}{s - x} \, ds = f(x), \quad \forall x \in ]-1, 1[,
\]

where \( A, B \in \mathbb{R} \) are constants and \( f : ]-1, 1[ \to \mathbb{R} \) is a given function. The integral in (9.10.1) is a principal value integral. This is given by the limit

\[
\lim_{\epsilon \to 0^+} \left[ \int_{-1}^{x-\epsilon} \frac{U(s)}{s - x} \, ds + \int_{x+\epsilon}^{1} \frac{U(s)}{s - x} \, ds \right], \quad \forall x \in ]-1, 1[.
\]
Problem (9.10.1) admits solutions satisfying appropriate integrability conditions. Theoretical results have been given in Tricomi(1957), Kantorovich and Krylov(1964), Pogorzelski(1966), Hochstadt(1973).

Galerkin and collocation type approximations of the solution $U$ have been studied by many authors. In the latter approach, the integral is replaced by suitable quadrature sums based on Chebyshev polynomials. Consider the case $A = 0$ and $B = 1$. A classical scheme is obtained by defining $V(s) := U(s)\sqrt{1 - s^2}$, $s \in ]-1,1[$. For $n \geq 1$, recalling (3.4.1) and (3.4.6), we approximate the integral by the formula

\begin{equation}
\int_{-1}^{1} \frac{V(s)}{s - x} \frac{ds}{\sqrt{1 - s^2}} \approx \frac{\pi}{n} \sum_{j=1}^{n} \frac{V(\xi_j^{(n)})}{\xi_j^{(n)} - x}, \quad x \neq \xi_j^{(n)}, \quad 1 \leq j \leq n,
\end{equation}

where the $\xi_j^{(n)}$'s are the zeroes of $T_n$ (see (3.1.4)).

Finally, for $n \geq 2$, $V$ is approximated by the polynomial $p_n \in \mathbb{P}_{n-2}$ satisfying the set of equations

\begin{equation}
\frac{1}{n} \sum_{j=1}^{n} \frac{p_n(\xi_j^{(n)})}{\xi_j^{(n)} - \eta_i^{(n)}} = f(\eta_i^{(n)}), \quad 1 \leq i \leq n - 1,
\end{equation}

where the $\eta_j^{(n)}$'s are given in (3.1.11).

It is easy to set up the corresponding linear system. Instead, the theoretical analysis of convergence is not a trivial matter. Hints are provided in Krenk(1975). For other results and generalizations, we quote the following papers: Delves(1968), Erdogan, Gupta and Cook(1973), Krenk(1978), Elliott(1981), Ioakimidis(1981), Monegato(1982), Elliott(1982).

* * * * * * * * * * *
The differential problems examined in this chapter are mainly of academic interest. Closer to physics applications are the examples of chapter twelve. It is our opinion, however, that a correct implementation of more realistic problems starts from a full understanding of the basic patterns.

For simplicity, boundary value problems in two or more variables are not considered. Actually, although this extension is sometimes straightforward (see chapter thirteen), most of the times it yields a rather involved theoretical analysis, even for simple model problems, which contrasts with the elementary exposition to which we have tried to adhere.
10
TIME-DEPENDENT PROBLEMS

The purpose of this chapter is to analyze the approximation, using spectral methods, of differential problems where the solution is time-dependent. We consider parabolic and hyperbolic partial differential equations in one space variable. Finite-differences are usually employed for the treatment of the time variable, hence part of the analysis will be devoted to this topic.

10.1 The Gronwall inequality

A basic result, known as Gronwall lemma, will be used in the following. Several versions exist, but we recall only one of them here.

**Theorem 10.1.1** - Let $T > 0$ and $C \geq 0$. Let $g$ and $h$ be two continuous functions in the interval $[0, T]$, such that

\begin{equation}
10.1.1 \quad g(t) \leq g(0) + \int_0^t [Cg(s) + h(s)] ds, \quad \forall t \in [0, T].
\end{equation}

Then, we have

\begin{equation}
10.1.2 \quad g(t) \leq e^{Ct} \left[ g(0) + \int_0^t h(s)e^{-Cs} ds \right], \quad \forall t \in [0, T].
\end{equation}
**Proof** - Using (10.1.1), we can easily check the inequality $G'(t) \leq 0$, $\forall t \in [0, T]$, where we defined
\[
G(t) := e^{-Ct} \left[ g(0) + \int_0^t [Cg(s) + h(s)] ds \right] - \int_0^t h(s)e^{-Cs} ds, \quad t \in [0, T].
\]
Therefore, the function $G$ is not increasing. Finally, by (10.1.1), we get
\[
(10.1.3) \quad g(t)e^{-Ct} - \int_0^t h(s)e^{-Cs} ds \leq G(t) \leq G(0) = g(0), \quad \forall t \in [0, T].
\]
This implies (10.1.2).

### 10.2 Approximation of the heat equation

In the field of linear partial differential equations, the *heat equation* is a classical example. The solution $U \equiv U(x, t)$, physically interpreted as a temperature, depends on the space variable $x$ and the time variable $t$. In the case of a heated bar $I = (-1, 1]$ of homogeneous material, the temperature evolves in the time interval $[0, T]$, $T > 0$, according to the equation
\[
(10.2.1) \quad \frac{\partial U}{\partial t}(x, t) = \zeta \frac{\partial^2 U}{\partial x^2}(x, t), \quad \forall x \in I, \quad \forall t \in [0, T],
\]
where $\zeta > 0$ is a constant (*thermal diffusivity*).

To pose the problem properly, we need an initial condition:
\[
(10.2.2) \quad U(x, 0) \equiv U_0(x), \quad \forall x \in I,
\]
where $U_0 : I \rightarrow \mathbb{R}$ is a given continuous function.
In addition, at any $t \in [0, T]$, suitable boundary conditions at the endpoints of the interval $I$ are assumed. These are for instance

\begin{equation}
(10.2.3) \quad U(-1, t) = \sigma_1(t), \quad U(1, t) = \sigma_2(t), \quad \forall t \in [0, T],
\end{equation}

where $\sigma_1 : [0, T] \to \mathbb{R}$, $\sigma_2 : [0, T] \to \mathbb{R}$, are given continuous functions.

Equation (10.2.1) is of \textit{parabolic} type. The literature on this subject is extensive and cannot be covered here. For a discussion of the general properties of parabolic equations, we only mention the following comprehensive books: Courant and Hilbert (1953), Sneddon (1957), Greenspan (1961), Epstein (1962), Sobolev (1964), Weinberger (1965). The same books can be used as references for the other sections in this chapter. An approach more closely related to the heat equation is analyzed in Widder (1975), Hill and Dewynne (1987).

Under appropriate hypotheses on the data $U_0$, $\sigma_1$ and $\sigma_2$, existence and uniqueness of a solution satisfying (10.2.1), (10.2.2), (10.2.3) can be proven. In most cases, this can be expressed by a suitable series expansion.

We note that the \textit{compatibility conditions}

\begin{equation}
(10.2.4) \quad \sigma_1(0) = U_0(-1), \quad \sigma_2(0) = U_0(1),
\end{equation}

are not required in general. However, though the solution $U$ is very smooth for $t \in [0, T]$, if we drop conditions (10.2.4), heat propagation with infinite velocity is manifested at $t = 0$. This can adversely affect the numerical analysis. Thus, we assume henceforth that relations (10.2.4) are satisfied.

The substitution

$$
V(x, t) := U(x, t) - \frac{1}{2}(1 - x)\sigma_1(t) - \frac{1}{2}(1 + x)\sigma_2(t), \quad x \in [-1, 1],
$$

$\forall t \in [0, T]$, leads to an equivalent formulation with homogeneous boundary conditions. Indeed, we now have

\begin{equation}
(10.2.5) \quad \frac{\partial V}{\partial t}(x, t) = \zeta \frac{\partial^2 V}{\partial x^2}(x, t) + f(x, t), \quad \forall x \in I, \quad \forall t \in [0, T],
\end{equation}

\begin{equation}
(10.2.6) \quad V(x, 0) = U_0(x) - \frac{1}{2}(1 - x)U_0(-1) - \frac{1}{2}(1 + x)U_0(1), \quad \forall x \in \overline{I},
\end{equation}
where \( f(x, t) := -\frac{1}{2}(1 - x)\sigma_1'(t) - \frac{1}{2}(1 + x)\sigma_2'(t) \), \( x \in I \), \( t \in [0, T] \). Here, we require that the functions \( \sigma_1 \) and \( \sigma_2 \) are differentiable.

We intend to use spectral methods in order to approximate the unknown \( V \). To this end, for any \( t \in [0, T] \), the function \( V(\cdot, t) : I \rightarrow \mathbb{R} \) is approximated by an algebraic polynomial \( p_n(\cdot, t) \in \mathbb{P}^0_n \) (see (6.4.11)), where the integer \( n \geq 2 \) has been fixed in advance. For example, we use the collocation method (see section 9.2). The approximate problem is

\[
(10.2.8) \quad \frac{\partial p_n}{\partial t}(\eta_i^{(n)}, t) = \zeta \frac{\partial^2 p_n}{\partial x^2}(\eta_i^{(n)}, t) + f(\eta_i^{(n)}, t), \quad 1 \leq i \leq n - 1, \quad \forall t \in [0, T].
\]

As usual, the nodes \( \eta_i^{(n)} \), \( 1 \leq i \leq n - 1 \), are the zeroes of the polynomial \( \frac{d}{dx} P_n^{(\alpha, \beta)} \), \( \alpha > -1, \beta > -1 \). Initial and boundary conditions are respectively given by

\[
(10.2.9) \quad p_n(\eta_i^{(n)}, 0) = U_0(\eta_i^{(n)}) - \frac{1}{2}(1-\eta_i^{(n)})U_0(-1) - \frac{1}{2}(1+\eta_i^{(n)})U_0(1), \quad 0 \leq i \leq n,
\]

\[
(10.2.10) \quad p_n(\eta_0^{(n)}, t) = p_n(\eta_n^{(n)}, t) = 0, \quad \forall t \in [0, T].
\]

At this point, our problem is transformed into a \((n + 1) \times (n + 1)\) linear system of ordinary differential equations. Actually, with the notations of sections 7.2 and 7.4, we can write for any \( t \in [0, T] \) (we choose for instance \( n = 4 \)):

\[
(10.2.11) \quad \frac{d}{dt} \begin{bmatrix} p_n(\eta_1^{(n)}, t) \\ p_n(\eta_2^{(n)}, t) \\ p_n(\eta_3^{(n)}, t) \end{bmatrix} = \zeta \begin{bmatrix} \bar{d}_{11}^{(2)} & \bar{d}_{12}^{(2)} & \bar{d}_{13}^{(2)} \\ \bar{d}_{21}^{(2)} & \bar{d}_{22}^{(2)} & \bar{d}_{23}^{(2)} \\ \bar{d}_{31}^{(2)} & \bar{d}_{32}^{(2)} & \bar{d}_{33}^{(2)} \end{bmatrix} \begin{bmatrix} p_n(\eta_1^{(n)}, t) \\ p_n(\eta_2^{(n)}, t) \\ p_n(\eta_3^{(n)}, t) \end{bmatrix} + \begin{bmatrix} f(\eta_1^{(n)}, t) \\ f(\eta_2^{(n)}, t) \\ f(\eta_3^{(n)}, t) \end{bmatrix}.
\]

Together with condition (10.2.9), this differential system admits a unique solution. Moreover, following the remarks of section 8.2, the eigenvalues of the matrix in (10.2.11) are distinct, real and negative, under suitable assumptions on the parameters \( \alpha \) and \( \beta \).
The next step is to discretize (10.2.11) with respect to the variable $t$. This will be investigated in section 10.6. Let us first analyze the convergence of the solution of the semi-discrete problem (10.2.8), (10.2.9), (10.2.10) to the solution of problem (10.2.5), (10.2.6), (10.2.7). Arguing as in section 9.3, we can propose a variational formulation for equation (10.2.5) as follows:

\begin{equation}
\int_{-1}^{1} \frac{\partial V}{\partial t} \phi w \, dx = -\zeta \int_{-1}^{1} \frac{\partial V}{\partial x} \frac{\partial (\phi w)}{\partial x} \, dx + \int_{-1}^{1} f \phi w \, dx,
\end{equation}

$\forall \phi \in X$, $\forall t \in [0,T]$, where the solution and the test functions both belong to the space $X \equiv H_{0,w}^1(I)$ (see (5.7.6)). Existence and uniqueness of weak solutions of (10.2.12) are discussed in Lions and Magenes (1972) for the case $w \equiv 1$.

With the help of the quadrature formula (3.5.1), the approximating polynomials satisfy

\begin{equation}
\sum_{j=0}^{n} \left( \frac{\partial p_n}{\partial t} \right)(\eta_j^{(n)}, t) \, \hat{w}_j^{(n)} = -\zeta \int_{-1}^{1} \frac{\partial p_n}{\partial x} \frac{\partial (\phi w)}{\partial x} \, dx + \sum_{j=0}^{n} (f \phi)(\eta_j^{(n)}, t) \, \hat{w}_j^{(n)}, \quad \forall \phi \in P^0_n, \forall t \in [0,T].
\end{equation}

Interesting properties are obtained from this equation. Consider $\nu := \alpha = \beta$ with $-1 < \nu \leq 1$. For any $t \in [0,T]$, setting $\phi(x) := p_n(x,t)$, $x \in I$, one gets

\begin{equation}
\frac{1}{2} \frac{d}{dt} \left( \sum_{j=0}^{n} [p_n(\eta_j^{(n)}, t)]^2 \, \hat{w}_j^{(n)} \right) + \zeta \int_{-1}^{1} \frac{\partial p_n}{\partial x} \frac{\partial (p_n w)}{\partial x} \, dx
\end{equation}

\begin{equation}
= \sum_{j=0}^{n} (f p_n)(\eta_j^{(n)}, t) \, \hat{w}_j^{(n)} \leq \frac{1}{2} \sum_{j=0}^{n} [p_n(\eta_j^{(n)}, t)]^2 \, \hat{w}_j^{(n)} + \frac{1}{2} \sum_{j=0}^{n} [f(\eta_j^{(n)}, t)]^2 \, \hat{w}_j^{(n)}.
\end{equation}

The last inequality in (10.2.14) is derived from the relation $ab \leq \frac{1}{2}(a^2 + b^2)$, $a, b \in \mathbb{R}$. 
After integration with respect to the variable $t$, we have

\[(10.2.15) \quad \|p_n(\cdot, t)\|_{w,n}^2 + 2\zeta \int_0^t \left( \int_{-1}^1 \frac{\partial p_n}{\partial x} \frac{\partial (p_n w)}{\partial x} \, dx \right) \, ds \leq \|p_n(\cdot, 0)\|_{w,n}^2 + \int_0^t \left[ \|p_n(\cdot, s)\|_{w,n}^2 + \|\tilde{I}_{w,n} f(\cdot, s)\|_{w,n}^2 \right] \, ds, \quad \forall t \in [0, T].\]

The norm $\|\cdot\|_{w,n}$ is defined in (3.8.2) and the interpolation operator $\tilde{I}_{w,n}$ is defined in section 3.3. Finally, recalling lemma 8.2.1, we can eliminate the integral on the left-hand side of (10.2.15), since it turns out to be positive. Therefore, theorem 10.1.1 yields

\[(10.2.16) \quad \|p_n(\cdot, t)\|_{w,n}^2 \leq e^t \left[ \|p_n(\cdot, 0)\|_{w,n}^2 + \int_0^t \|\tilde{I}_{w,n} f(\cdot, s)\|_{w,n}^2 e^{-s} \, ds \right], \quad \forall t \in [0, T].\]

Taking into account (10.2.9), one shows that the right-hand side in the above expression is bounded by a constant which does not depend on $n$. Thus, (10.2.16) shows that the norm $\|p_n(\cdot, t)\|_w$ (which is equivalent to the norm $\|p_n(\cdot, t)\|_{w,n}$ by theorem 3.8.2) is also bounded independently of $n$. This is interpreted as a stability condition (compare with (9.4.3)). Moreover, using again lemma 8.2.1, we can also give a uniform bound to the quantity $\int_0^t \|\frac{\partial p_n}{\partial x}(\cdot, s)\|_{w,n}^2, \quad \forall t \in [0, T]$, by estimating the right-hand side of (10.2.15) with the help of (10.2.16).

The analysis of convergence is similar. For any $t \in [0, T]$, we define $\chi_n(t) := \hat{\Pi}_{0,w,n} V(\cdot, t)$ (see (6.4.13) and (9.4.5)). Thus, by (10.2.12) we can write

\[(10.2.17) \quad \int_{-1}^1 \frac{\partial V}{\partial t} \phi w \, dx = -\zeta \int_{-1}^1 \frac{\partial \chi_n}{\partial x} \frac{\partial (\phi w)}{\partial x} \, dx + \sum_{j=0}^n (f(\cdot), \eta^{(n)}_j, t) \tilde{w}^{(n)}_j, \quad \forall \phi \in P_0^n, \quad \forall t \in [0, T].\]

The sum on the right-hand side of (10.2.17) replaces the integral $\int_{-1}^1 f(\phi w) \, dx$, after noting that $f(\cdot, t) \in P_1, \quad \forall t \in [0, T]$. Subtracting equation (10.2.13) from equation (10.2.17) and taking $\phi := \chi_n - p_n$, we obtain by lemma 8.2.1
\[
(10.2.18) \quad \int_{-1}^{1} \left[ \frac{\partial V}{\partial t} (\chi_n - p_n) \right] w \, dx - \sum_{j=0}^{n} \left[ \frac{\partial p_n}{\partial t} (\chi_n - p_n) \right] (\eta_j^{(n)}, t) \tilde{w}_j^{(n)} \\
= -\zeta \int_{-1}^{1} \frac{\partial (\chi_n - p_n)}{\partial x} \frac{\partial[(\chi_n - p_n)w]}{\partial x} \, dx \leq 0, \quad \forall t \in [0, T].
\]

Therefore
\[
(10.2.19) \quad \frac{1}{2} \frac{d}{dt} \|\chi_n - p_n\|_{w,n}^2 \leq \sum_{j=0}^{n} \left[ \frac{\partial \chi_n}{\partial t} (\chi_n - p_n) \right] (\eta_j^{(n)}, t) \tilde{w}_j^{(n)} \\
- \int_{-1}^{1} \frac{\partial V}{\partial t} (\chi_n - p_n)w \, dx = \left[ \left( \frac{\partial \chi_n}{\partial t}, \chi_n - p_n \right)_{w,n} - \left( \frac{\partial \chi_n}{\partial t}, \chi_n - p_n \right)_{w} \right] \\
+ \left( \frac{\partial (\chi_n - V)}{\partial t}, \chi_n - p_n \right)_{w,n}, \quad \forall t \in [0, T].
\]

The estimate of the error \( \|V - p_n\|_w \leq \|V - \chi_n\|_w + \|\chi_n - p_n\|_w \) is now a technical matter. The difference between the inner products \( (\cdot, \cdot)_{w,n} \) and \( (\cdot, \cdot)_w \) can be bounded with the help of (3.8.15) (see also section 9.4). In addition, \( \chi_n \) converges to \( V \) for \( n \to +\infty \), by virtue of (9.4.7). Theorem 10.1.1 is used as done in the proof of stability. The reader can easily provide the details.

It turns out that, for any \( t \in [0, T] \), the error decays for \( n \to +\infty \), with a rate only depending on the regularity of \( V \). However, using inequality (10.1.2), the multiplicative term \( e^t \) appears in the right-hand side of the estimates. Therefore, for large times, the error bound is not in general very meaningful for practical applications. Refinements are possible, for example when \( \sigma_1 \equiv \sigma_2 \equiv 0 \). In this case, the solution \( V(\cdot, t) \) and the polynomial \( p_n(\cdot, t) \) are known to decay exponentially to zero for \( t \to +\infty \).

The convergence analysis of the collocation method for the heat equation is developed in Canuto andQuarteroni (1981). The same conclusions hold for the tau and Galerkin methods. These techniques can be extended to other parabolic operators or to different boundary conditions, but very few theoretical results are available. For homogeneous Neumann boundary conditions, an analysis of stability in the Chebyshev case is provided in Gottlieb, Hussaini and Orszag (1984). A numerical example for a nonlinear parabolic equation is presented in section 12.1.
A special case worth mentioning is $I \equiv \mathbb{R}$ in (10.2.1) and (10.2.2). Of course, we no longer have boundary conditions. These are supplanted by the condition that $U$ tends to zero at infinity with a specified minimum rate. We derive a collocation type approximation in this case. According to Escobedo and Kavian (1987), first set $V(x, t) := U(\sqrt{4\zeta}xe^{2\zeta t}, e^{4\zeta t} - 1)$, $x \in \mathbb{R}$, $t \in [0, \hat{T}]$, where $\hat{T} := \frac{1}{4\zeta} \ln(T + 1)$. Then, it is clear that $V$ satisfies the equation

\[
\frac{\partial V}{\partial t}(x, t) = \zeta \left( \frac{\partial^2 V}{\partial x^2}(x, t) + 2x \frac{\partial V}{\partial x}(x, t) \right), \quad \forall x \in \mathbb{R}, \quad \forall t \in [0, \hat{T}],
\]

(10.2.20)

\[
V(x, 0) = U(\sqrt{4\zeta}x, 0) = U_0(\sqrt{4\zeta}x), \quad \forall x \in \mathbb{R}.
\]

(10.2.21)

Assuming that the solution $V$ decays as fast as $e^{-x^2}$ at infinity, we approximate by Hermite functions (see section 6.7). Let $\xi_i^{(n)}$, $1 \leq i \leq n$, be the zeroes of $H_n$. For any $t \in [0, \hat{T}]$, we want to find $P_n(\cdot, t) \in S_{n-1}$ such that

\[
\frac{\partial P_n}{\partial t}(\xi_i^{(n)}, t) = \zeta \left( \frac{\partial^2 P_n}{\partial x^2}(\xi_i^{(n)}, t) + 2\xi_i^{(n)} \frac{\partial P_n}{\partial x}(\xi_i^{(n)}, t) \right), \quad 1 \leq i \leq n,
\]

(10.2.22)

\[
P_n(\xi_i^{(n)}, 0) = U_0(\sqrt{4\zeta}\xi_i^{(n)}), \quad 1 \leq i \leq n.
\]

(10.2.23)

We can formulate the same problem in the space of polynomials by setting $p_n := P_ne^{x^2}$ (see section 7.4). This is equivalent to a system of ordinary differential equations. The corresponding matrix has non-positive eigenvalues, as pointed out in section 8.2, which is very important for proving convergence of $P_n$ to $V$ for $n \to +\infty$. Actually, recalling formula (3.4.1), the proof follows the same arguments as the case when $I$ is bounded. The theory is presented in Funaro and Kavian (1988). Finally, we can get an approximation of the unknown $U$ with the change of variables: $x \rightarrow x[4\zeta(t + 1)]^{-1/2}$, $t \rightarrow \frac{1}{4\zeta} \ln(t + 1)$.

We remark that the direct approximation of the unknown $U$ by the Hermite-collocation method applied to equation (10.2.1) with $I \equiv \mathbb{R}$, is unstable. This is due to the fact that the quantity $\int_{\mathbb{R}} \psi'(\psi v)'dx$ is not in general positive for $\psi \in H_v^1(\mathbb{R})$, where $v(x) := e^{x^2}$, $x \in \mathbb{R}$.
We now write \( P_n(x,t) = \sum_{m=0}^{n-1} c_m(t)H_m(x)e^{-x^2} \), where the \( c_m(t) \)'s are the Fourier coefficients of \( P_n \) at \( t \in [0, \hat{T}] \). Substituting \( P_n \) in (10.2.22) and recalling (1.7.1), we obtain

\[
\frac{d}{dt}c_m(t) = -2\zeta(m+1)c_m(t), \quad 0 \leq m \leq n-1, \quad \forall t \in [0, \hat{T}].
\]

Now, we can find the explicit expression of the coefficients. We note that, from (10.2.23), the initial datum is \( P_n(x,0) = (I_{v,n}^*U_0)(\sqrt{4\zeta}x), \quad v(x) := e^{x^2}, \quad x \in \mathbb{R} \) (see (6.7.6)).

Another scheme is obtained with the initial condition \( P_n(x,0) = (\Pi_{v,n}^*U_0)(\sqrt{4\zeta}x), \quad x \in \mathbb{R} \) (see (6.7.3)). This amounts to assigning the values \( c_m(0), \quad 0 \leq m \leq n-1, \) as the Fourier coefficients of \( U_0 \). As the reader can easily check, after this modification, the solution to (10.2.22) turns out to be the approximation of \( V \) by the Galerkin method. Indeed, \( P_n \) also satisfies

\[
\int_{\mathbb{R}} \frac{\partial P_n}{\partial t} \phi v \, dx = -\zeta \int_{\mathbb{R}} \frac{\partial (P_n v)}{\partial x} \frac{\partial \phi}{\partial x} \, dx, \quad \forall \phi \in \mathcal{S}_{n-1}, \quad \forall t \in [0, \hat{T}].
\]

10.3 Approximation of linear first-order problems

We now focus the attention to another time-dependent partial differential equation. The unknown \( U : [-1,1] \times [0,T] \rightarrow \mathbb{R} \), satisfies

\[
\frac{\partial U}{\partial t}(x,t) = -\zeta \frac{\partial U}{\partial x}(x,t), \quad \forall x \in [-1,1], \quad \forall t \in [0,T],
\]

\[
U(x,0) = U_0(x), \quad \forall x \in [-1,1],
\]

\[
U(-1,t) = \sigma(t), \quad \forall t \in [0,T],
\]
where $\zeta > 0$, $U_0 : [-1,1] \to \mathbb{R}$, $\sigma : [0,T] \to \mathbb{R}$, are given. We assume that $U_0$ and $\sigma$ are continuous and $\sigma(0) = U_0(-1)$.

All the standard spectral schemes can be considered to approximate $U$. Nevertheless, the theoretical analysis of convergence is more difficult than the analysis of the problem in section 10.2. We discuss some examples.

Take $\sigma \equiv 0$. In this case, we can explicitly compute the solution, given by $U(x,t) = U_0(x - \zeta t)$ if $-1 < x - \zeta t \leq 1$, $U(x,t) = 0$ if $x - \zeta t \leq -1$. Consider the collocation method. We must find $p_n(\cdot, t) \in P_n$, $n \geq 1$, $t \in [0,T]$, such that

$$
\frac{\partial p_n}{\partial t}(\eta_i^{(n)}, t) = -\zeta \frac{\partial p_n}{\partial x}(\eta_i^{(n)}, t), \quad 1 \leq i \leq n, \quad \forall t \in [0,T],
$$

(10.3.4)

$$
p_n(\eta_i^{(n)}, 0) = U_0(\eta_i^{(n)}), \quad 0 \leq i \leq n,
$$

(10.3.5)

$$
p_n(\eta_0^{(n)}, t) = 0, \quad \forall t \in [0,T].
$$

(10.3.6)

Again, these equations can be reduced to a $n \times n$ linear system of ordinary differential equations. For instance, using the notations of section 7.2, in the case $n = 3$, we have

$$
\frac{d}{dt} \begin{bmatrix} p_n(\eta_1^{(n)}, t) \\ p_n(\eta_2^{(n)}, t) \\ p_n(\eta_3^{(n)}, t) \end{bmatrix} = -\zeta \begin{bmatrix} \tilde{d}_{11}^{(1)} & \tilde{d}_{12}^{(1)} & \tilde{d}_{13}^{(1)} \\ \tilde{d}_{21}^{(1)} & \tilde{d}_{22}^{(1)} & \tilde{d}_{23}^{(1)} \\ \tilde{d}_{31}^{(1)} & \tilde{d}_{32}^{(1)} & \tilde{d}_{33}^{(1)} \end{bmatrix} \begin{bmatrix} p_n(\eta_1^{(n)}, t) \\ p_n(\eta_2^{(n)}, t) \\ p_n(\eta_3^{(n)}, t) \end{bmatrix}, \quad t \in [0,T].
$$

(10.3.7)

The eigenvalues of the matrix in (10.3.7) (see also (7.4.3)) have been studied in section 8.1. We will return to this point in section 10.6.

In the Legendre case ($w \equiv 1$), we can provide a simple analysis of stability. In fact, formula (3.5.1) allows us to write for any $t \in [0,T]$

$$
\frac{d}{dt} \|p_n(\cdot, t)\|_{w,n}^2 = 2 \sum_{j=0}^{n} \left( \frac{\partial p_n}{\partial t} \cdot p_n \right)(\eta_j^{(n)}, t) w_j^{(n)} =
$$

(10.3.8)
\[ -2\zeta \sum_{j=0}^{n} \left( \frac{\partial p_n}{\partial x} \eta_j^{(n)} \right) (\eta_j^{(n)}, t) w_n^{(n)} = -2\zeta \int_{-1}^{1} \frac{\partial p_n}{\partial x} p_n \, dx = -\zeta p_n^2(1, t) \leq 0. \]

This shows that the norm \( \|p_n(\cdot, t)\|_{w,n} \), \( t \in [0, T] \), is bounded by \( \|\tilde{I}_{w,n}U_0\|_{w,n} \). This last term is bounded with respect to \( n \), when \( U_0 \) is sufficiently regular. A proof of convergence is given, using similar arguments, by estimating the error \( p_n - U_n \), where \( U_n \in P_n, \, n \geq 1 \), is a suitable projection of the solution \( U \).

Unfortunately, the same techniques are not effective when different weight functions \( w \) are considered. As pointed out in Gottlieb and Orszag (1977), p.89, in the Chebyshev case \( (w(x) = 1/\sqrt{1 - x^2}, \, x \in ]-1,1[) \), we cannot expect convergence of \( p_n \) to \( U \) in the norm \( \| \cdot \|_w \). In the papers of Gottlieb and Turkel (1985) and Salomonoff and Turkel (1989), convergence estimates for Chebyshev-collocation approximations are proven in a norm weighted by the function \( w(x) := \sqrt{(1-x)/(1+x)}, \, x \in ]-1,1[ \), but the theoretical analysis is harder than in the Legendre case.

A different treatment of the boundary conditions is possible. We modify (10.3.6) as follows:

\[ \frac{\partial p_n}{\partial t} (\eta_0^{(n)}, t) = -\zeta \frac{\partial p_n}{\partial x} (\eta_0^{(n)}, t) - \gamma p_n (\eta_0^{(n)}, t), \quad \forall t \in ]0, T[ , \]

where \( \gamma > 0 \). Basically, we are trying to force the polynomial \( p_n \) to satisfy, at the point \( x = -1 \), both the boundary constraint and the differential equation (the same trick used in section 9.4 for the Neumann problem). This leads to a \( (n+1) \times (n+1) \) differential system, where the corresponding matrix is considered in section 7.4 (see (7.4.6) for the case \( n = 3 \)). The eigenvalues of this matrix are examined in section 8.1. When \( \gamma \) is proportional to \( n^2 \), a proof of convergence can be given. The Legendre and Chebyshev cases are examined in Funaro and Gottlieb (1989) and Funaro and Gottlieb (1988) respectively.

Let us now introduce the tau method for \( \sigma \equiv 0 \). This is obtained by projecting equation (10.3.1) onto the space \( P_{n-1}, \, n \geq 1 \). Then, we are concerned with finding \( p_n(\cdot, t) \in P_n, \, t \in ]0, T[ \), such that

\[ \left[ \Pi_{w,n-1} \frac{\partial p_n}{\partial t} \right] (x, t) = -\zeta \frac{\partial p_n}{\partial x} (x, t), \quad \forall x \in ]-1,1[, \quad \forall t \in ]0, T[ . \]
According to theorem 6.2.2, we have

\[(10.3.11) \int_{-1}^{1} \left( \frac{\partial p_n}{\partial t} - \Pi_{w,n-1} \frac{\partial p_n}{\partial t} \right) \phi w \, dx = 0 = \frac{d}{dt} \int_{-1}^{1} (p_n - \Pi_{w,n-1} p_n) \phi w \, dx, \]

\[\forall \phi \in P_{n-1}, \ \forall t \in [0, T],\]

which shows that the operator \( \frac{\partial}{\partial t} \) commutes with the operator \( \Pi_{w,n-1} \). Therefore, we can rewrite (10.3.10) as

\[(10.3.12) \left[ \frac{\partial}{\partial t} (\Pi_{w,n-1} p_n) \right] (x, t) = -\zeta \frac{\partial p_n}{\partial x} (x, t), \quad \forall x \in [-1, 1], \ \forall t \in [0, T].\]

In addition, we require that \( p_n(-1, t) = 0, \ \forall t \in [0, T] \), and we impose the initial condition

\[(10.3.13) \quad p_n(\cdot, 0) = r \Pi_{w,n-1} (U_0 r^{-1}), \quad \forall x \in [-1, 1],\]

where \( r(x) := (1 + x), \ x \in [-1, 1] \). In this way, we also get \( p_n(-1, 0) = 0 \).

Let \( c_k(t), \ 0 \leq k \leq n, \ t \in [0, T] \), be the Fourier coefficients of \( p_n(\cdot, t) \) with respect to the basis \( u_k \equiv P_k^{(\alpha, \beta)}, \ k \in N, \ \alpha > -1, \ \beta > -1 \). Therefore, \( p_n = \sum_{k=0}^{n} c_k u_k \).

Moreover, by (10.3.12), \( p_n \) satisfies the set of equations (see section 7.1):

\[(10.3.14) \quad \frac{d}{dt} c_k(t) = -\zeta c_k^{(1)}(t), \quad 0 \leq k \leq n-1, \ \forall t \in [0, T].\]

This is equivalent to a \( n \times n \) linear system of ordinary differential equations in the unknowns \( c_k, \ 0 \leq k \leq n-1 \), where the initial values \( c_k(0), \ 0 \leq k \leq n-1 \), are obtained from (10.3.13) by virtue of the results of section 2.3. We eliminate \( c_n \) by expressing it as a linear combination of the other coefficients with the help of the relation

\[(10.3.15) \quad p_n(-1, t) = \sum_{k=0}^{n} c_k(t) u_k(-1) = 0, \quad \forall t \in [0, T].\]

Another characterization is obtained from (10.3.10) by noting that \( p_n \) satisfies

\[(10.3.16) \quad \frac{\partial p_n}{\partial t} (x, t) = -\zeta \frac{\partial p_n}{\partial x} (x, t) + c_n^{(1)}(t) u_n(x), \quad \forall x \in [-1, 1], \ \forall t \in [0, T].\]

In fact, the last term in (10.3.16) disappears when we apply the projector \( \Pi_{w,n-1} \).
Thus, we can finally view \( p_n(\cdot, t) \in P_n, \) with \( p_n(-1, t) = 0, \forall t \in [0, T], \) as the solution of the collocation scheme

\[
\frac{\partial p_n}{\partial t}(\xi^{(n)}_i, t) = -\zeta \frac{\partial p_n}{\partial x}(\xi^{(n)}_i, t), \quad 1 \leq i \leq n, \quad \forall t \in [0, T],
\]

where the \( \xi^{(n)}_i \)’s are the zeroes of \( u_n \) (see section 3.1). By defining \( q_n := p_n/r, \) where \( r(x) := (1 + x), \) \( x \in [-1, 1], \) we have \( q_n(\cdot, t) \in P_{n-1}, \forall t \in [0, T]. \) Using (10.3.17), \( q_n \) also satisfies

\[
\frac{\partial q_n}{\partial t}(\xi^{(n)}_i, t) = -\zeta \left( \frac{\partial q_n}{\partial x}(\xi^{(n)}_i, t) + \frac{q_n(\xi^{(n)}_i, t)}{r'(\xi^{(n)}_i)} \right), \quad 1 \leq i \leq n, \quad \forall t \in [0, T].
\]

This is equivalent to a \( n \times n \) linear system of differential equations in the unknowns \( q_n(\xi^{(n)}_i, \cdot), \) 1 \leq i \leq n. The entries of the corresponding matrix are (see (7.2.5)):

\[
-\zeta \left[ d_{ij}^{(1)} + \delta_{ij}/(1 + \xi^{(n)}_i) \right], \quad 1 \leq i \leq n, \quad 1 \leq j \leq n.
\]

We can prove stability when \( \alpha > -1 \) and \(-1 < \beta \leq 1.\) We first note that

\[
\frac{1-x}{1+x} p_n = -c_n u_n + \{\text{lower degree terms}\}.
\]

Then, (9.3.16) yields

\[
\frac{d}{dt} \left( \int_{-1}^{1} \frac{1-x}{1+x} p_n^2 w \, dx \right) + c_n^2(t) \|u_n\|^2_w
\]

\[
= 2 \int_{-1}^{1} \frac{1-x}{1+x} \frac{\partial p_n}{\partial t} p_n w \, dx + 2c_n'(t)c_n(t) \|u_n\|^2_w
\]

\[
= -2\zeta \int_{-1}^{1} \frac{1-x}{1+x} \frac{\partial p_n}{\partial x} p_n w \, dx + 2c_n'(t) \int_{-1}^{1} \frac{1-x}{1+x} u_n p_n w \, dx + 2c_n'(t)c_n(t) \|u_n\|^2_w
\]

\[
= -2\zeta \int_{-1}^{1} \frac{1-x}{1+x} \frac{\partial p_n}{\partial x} p_n w \, dx = \zeta \int_{-1}^{1} p_n^2 \frac{d}{dx} \left( \frac{1-x}{1+x} w \right) \, dx \leq 0, \quad \forall t \in [0, T].
\]

The last integral is negative by virtue of the restrictions on \( \alpha \) and \( \beta. \) This shows that a certain weighted norm of \( p_n(\cdot, t) \) is bounded by the initial data for any \( t \in [0, T]. \)

Further details and improvements are given in GOTTLIEB and TADMOR(1990).

A proof of stability in a norm which also controls the derivative \( \frac{\partial p_n}{\partial x} \) has been outlined in GOTTLIEB and ORSZAG(1977), section 8, for the Chebyshev case. The same proof can be extended to the other Jacobi cases, provided \(-1 < \beta \leq 0 \) and \( \alpha > -1.\)
Once the stability of the scheme is achieved, error estimates are obtained by applying the same proof to the error $p_n - U_n$, where $U_n \in \mathbb{P}_n$, $n \geq 1$, is a suitable projection of $U$. The same argument was used in section 10.2 for the heat equation (see also CANUTO, HUSSAINI, QUARTERONI and ZANG (1988), chapter 10). Other spectral type approximations and theoretical results relative to equation (10.3.1) are considered in GOTTLIEB and ORSZAG (1977), section 8, GOTTLIEB (1981), CANUTO and QUARTERONI (1982b), MERCIER (1982), MERCIER (1989), TAL-EZER (1986b), DUBINER (1987). Similar results are available for the equation

$$\frac{\partial U}{\partial t}(x, t) = \zeta \frac{\partial U}{\partial x}(x, t), \quad \forall x \in [-1, 1], \quad \forall t \in [0, T],$$

when the boundary condition is imposed at the point $x = 1$.

The reader should pay a little more care to the theoretical analysis of partial differential equations, before trying experiments on general problems, such as the following one:

$$\frac{\partial U}{\partial t}(x, t) = A(x, U(x, t)) \frac{\partial U}{\partial x}(x, t), \quad x \in [-1, 1], \quad t \in [0, T],$$

where $A : [-1, 1] \times \mathbb{R} \to \mathbb{R}$ is given.

An analysis for equations such as (10.3.21) is carried out in SMOLLER (1983), RHEE, ARIS and AMUNDSON (1986), KREISS and LORENZ (1989). It is known that the solution of (10.3.21) maintains a constant value along the so-called characteristic curves. These are parallel straight-lines in the $(x, t)$ plane with slope $1/\zeta$ for equation (10.3.1), and slope $-1/\zeta$ for equation (10.3.20). In the former case, the solution $U(x, \cdot)$, $x \in [-1, 1]$, shifts on the right-hand side during the time evolution. With terminology deriving from fluid physics, the point $x = -1$ is the inflow boundary, while $x = 1$ is the outflow boundary. The situation is reversed for equation (10.3.20). The characteristic curves are no longer straight-lines when $A$ is not a constant. Even in the case of smooth initial conditions and smooth boundary data, the solution can loose regularity and shocks can be generated when two or more characteristic curves intersect. The numerical analysis becomes a delicate issue in this situation, especially for spectral methods which are
particularly sensitive to the smoothness of the solution. Despite much effort devoted to
this subject, many problems remain. Polynomial approximations by spectral methods
of equation (10.3.21), when \( A(x,U) := x \) or \( A(x,U) := -x \), have been considered in
GOTTLIBB and ORSZAG(1977), section 7. Nonlinear examples will be examined in the
coming section.

10.4 Nonlinear time-dependent problems

An interesting family of nonlinear first order problems is represented by conservation
equations. They are written as

\[
\frac{\partial U}{\partial t}(x,t) = \frac{\partial F(U)}{\partial x}(x,t), \quad x \in [-1,1[, \quad t \in [0,T],
\]

where \( F : \mathbb{R} \to \mathbb{R} \) is a given function. If \( F \) is differentiable, then (10.4.1) is equivalent to
taking \( A(x,U) := F'(U) \) in (10.3.21). These equations are consequence of conservation
of energy, mass or momentum, in a physics phenomenon. Boundary conditions have to
be imposed at the inflow boundaries, which are determined according to the direction
of the characteristic curves. We note that now the slope of a characteristic curve at a
given point \((x,t)\) depends on the unknown \( U \). The case corresponding to \( F(U) := -\frac{1}{2}U^2, U \in \mathbb{R} \) (hence \( A(x,U) = -U \)), is sufficient to illustrate the possible ways in
which the solution can develop. A theoretical discussion is too lengthy to include here.
We suggest the books of SMOLLER(1983), chapter 15, and KREISS and LORENZ(1989),
chapter 4, for a more in-depth analysis.

A large variety of finite-difference schemes has been proposed to solve the above
equations numerically. These are sometimes very sophisticated in order to treat solu-
tions with sharp derivatives or shocks. Among many celebrated papers, we refer to
SOD(1985) for a general introductory overview. There is less published material available
in the field of spectral methods. Algorithms are proposed for the approximation of peri-
odic solutions by trigonometric polynomials, but some of the techniques can be adapted
to algebraic polynomials. If the solution displays a smooth behavior, a straightforward application of the usual methods (tau and collocation) generally provides good results. For the treatment of other situations, a lot of extra care is needed. Many research groups are working with great effort on this subject, following different ideas and devising new schemes. A detailed analysis of these techniques is an ambitious project that we prefer to avoid in this book. We will only outline the main patterns. For a closer approach, an update review and numerous references are given in CANUTO, HUSSAINI, QUARTERONI and ZANG (1988), chapters 8 and 12.

One strategy commonly used in computations is filtering. The procedure consists in appropriately damping the higher Fourier coefficients of the approximating polynomial, to control oscillations near the points of discontinuity of the solution. A drawback to using filters is that such a smoothing affects the convergence, and reduces the accuracy of the scheme.

Another approach is to apply domain decomposition methods (see chapter eleven), either to improve the resolution in the critical zones, or to allow discontinuities of the approximating functions in accordance with those of the solution. These methods have been employed for instance in KOPRIVA (1986), MACARAEG and STREETT (1986). The location of the singular points can be estimated by a procedure called shock-fitting.

Numerical codes based on cell-averaging offer another promising field of research. Results for Chebyshev approximations are provided in CAI, GOTTLIEB and HARTEN (1990).

As far as the theory is concerned, very little is known about these techniques, especially in the case of algebraic polynomials.

Let us examine some other equations. An interesting variation of (10.4.1) is

$$\frac{\partial U}{\partial t}(x, t) = \left( \epsilon \frac{\partial^2 U}{\partial x^2} + \frac{\partial F(U)}{\partial x} \right)(x, t), \quad x \in ]-1, 1[, \quad t \in ]0, T],$$

where $\epsilon > 0$ is a given parameter.
For $F(U) := -\frac{1}{2}U^2$, $U \in \mathbb{R}$, (10.4.2) is known as Burgers equation. Due to the presence of the second-order derivative (which, in analogy with fluid dynamics, corresponds to viscosity in the physical model problem), solutions of (10.4.2) are smoother than solutions corresponding to (10.4.1). This definitely helps the theoretical analysis. In addition, one expects that solutions of (10.4.2) for a small $\epsilon$ are in some way close to solution of (10.4.1). We refer to Smoller, p.257, for a theoretical explanation of this fact. For boundary conditions of the form $U(\pm 1, t) = 0$, $t \in [0, T]$, approximations of the Burgers equation by Galerkin and collocation methods are respectively considered in Maday and Quarteroni(1981), and Maday and Quarteroni(1982), for the Chebyshev and Legendre cases. The analysis is carried out for the steady equation, which means that $U$ does not depend on $t$ (see (9.8.5)). Other results are provided in Bressan and Quarteroni(1986a).

Finally, results are also available for the Korteweg-De Vries equation (see Pavoni (1988), Bressan and Pavoni(1990)):

$$\begin{equation}
\frac{\partial U}{\partial t}(x, t) = \left( \epsilon \frac{\partial^3 U}{\partial x^3} - U \frac{\partial U}{\partial x} \right)(x, t), \quad x \in ]-1, 1[, \quad t \in [0, T],
\end{equation}$$

where $\epsilon \neq 0$ is a given constant.

10.5 Approximation of the wave equation

Another classical time-dependent problem is given by the wave equation. Here, the unknown is the function $U : [-1, 1] \times [0, T] \to \mathbb{R}$ satisfying

$$\begin{equation}
\frac{\partial^2 U}{\partial t^2}(x, t) = \zeta^2 \frac{\partial^2 U}{\partial x^2}(x, t), \quad x \in ]-1, 1[, \quad t \in [0, T],
\end{equation}$$
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(10.5.2) \[ U(\pm 1, t) = 0, \quad \forall t \in ]0, T[, \]

(10.5.3) \[ U(x, 0) = U_0(x), \quad \frac{\partial U}{\partial t}(x, 0) = \hat{U}_0(x), \quad \forall x \in ]-1, 1[, \]

where \( \zeta > 0 \) and \( U_0 : ]-1, 1[ \to \mathbb{R}, \quad \hat{U}_0 : ]-1, 1[ \to \mathbb{R} \) are given initial data. Equation (10.5.1) is of hyperbolic type. The solution \( U \) represents the displacement of a vibrating string of length equal 2, fixed at the endpoints. Other oscillatory phenomena are described by the wave equation. Examples are collected in BALDOCK and BRIDGEMAN (1981).

From the numerical point of view, we can apply the same techniques of section 10.2 to obtain the semi-discrete spectral approximation of problem (10.5.1), (10.5.2), (10.5.3). This time, after discretization in the variable \( x \), we get an initial-value second-order differential system in the variable \( t \).

In the Legendre case, stability results and error estimates can be obtained from a weak formulation of the problem. The reader is addressed to LIONS and MAGENES (1972), chapter 5, theorem 2.1, for results concerning this aspect of the theory. To our knowledge, no analysis is currently available for the other Jacobi cases.

Another approach consists in writing the solution as a suitable superposition of two waves travelling in opposite directions. Actually, one checks that the general solution of (10.5.1) is given by \( U(x, t) = \tau(x - \zeta t) + \upsilon(x + \zeta t) \), where \( \tau \) and \( \upsilon \) can be uniquely determined by the initial data (10.5.3) (d’ALEMBERT SOLUTION). Thus, \( U \) can be decomposed into the sum of two functions, which are solutions of equations (10.3.1) and (10.3.20) respectively, with some prescribed initial guess. Namely, we have \( U = V + W \), where \( V \) and \( W \) solve the following linear symmetric hyperbolic system:

(10.5.4) \[ \frac{\partial}{\partial t} \begin{pmatrix} V(x, t) \\ W(x, t) \end{pmatrix} = \begin{pmatrix} -\zeta & 0 \\ 0 & \zeta \end{pmatrix} \frac{\partial}{\partial x} \begin{pmatrix} V(x, t) \\ W(x, t) \end{pmatrix}, \quad x \in ]-1, 1[, \quad t \in ]0, T[, \]
Since (10.5.4) is in a diagonal form, $V$ and $W$ are also called *characteristic variables*. From (10.5.2), the two unknowns are *coupled* via the boundary relations

\[
\begin{align*}
V(-1,t) &= L W(-1,t) \\
W(1,t) &= R V(1,t)
\end{align*}
\quad \forall t \in [0, T],
\]

where $R = L = -1$.

The physical interpretation of formula (10.5.5) is that the travelling waves are reflected at the endpoints of the vibrating string. First-order systems, such as (10.5.4), are often encountered in fluid dynamics models (see Kreiss and Lorenz (1989), section 7.6).

For spectral type approximations, results are generally obtained for hyperbolic systems written in terms of characteristic variables which are combined together at the boundary points by (10.5.5), with $R$ and $L$ satisfying $|RL| < 1$ (note that for the wave equation one has instead $|RL| = 1$). In this situation, the amplitude of the oscillations decays for $t \to +\infty$ (*energy dissipation* due to friction effects).

The collocation method is obtained in the following way. We are concerned with finding $p_n(\cdot, t) \in \mathbb{P}_n$, $q_n(\cdot, t) \in \mathbb{P}_n$, $n \geq 1$, $t \in [0, T]$, such that

\[
\begin{align*}
\frac{\partial p_n}{\partial t}(\eta_i^{(n)}, t) &= -\zeta \frac{\partial p_n}{\partial x}(\eta_i^{(n)}, t) \quad 1 \leq i \leq n, \quad t \in [0, T], \\
\frac{\partial q_n}{\partial t}(\eta_i^{(n)}, t) &= \zeta \frac{\partial q_n}{\partial x}(\eta_i^{(n)}, t) \quad 0 \leq i \leq n - 1, \quad t \in [0, T].
\end{align*}
\]

At the boundaries, we require that

\[
\begin{align*}
p_n(-1, t) &= L q_n(-1, t) \\
q_n(1, t) &= R p_n(1, t)
\end{align*}
\quad \forall t \in [0, T].
\]

When $R$ and $L$ in (10.5.7) satisfy $|LR| < 1$, the polynomials $p_n(\cdot, t)$ and $q_n(\cdot, t)$ decay to zero when $t \to +\infty$ (see Lustman (1986)). It is an easy exercise to set up the $2n \times 2n$ system of ordinary differential equations corresponding to (10.5.6). We note that two unknowns can be eliminated by virtue of (10.5.7). For $n = 2$, we get for example...
We note that the determinant of the matrix of the system vanishes when $RL = 1$. In fact, polynomials of degree zero satisfying (10.5.7) are eigenfunctions relative to the eigenvalue zero. Unfortunately, we are not aware of stability and convergence results for this approximation scheme.

Approximations of equation (10.5.4) by polynomials in $P_n$, using the collocation method at the points $\eta_i^{(n+1)}$, $1 \leq i \leq n$ are considered in Gottlieb, Lustman and Tadmor (1987a) and Gottlieb, Lustman and Tadmor (1987b). The boundary conditions are treated as in (10.5.7), where $|RL| < 1$. In this case, a theoretical analysis is given for the ultraspherical case when $\nu := \alpha = \beta$ satisfies $-1 < \nu \leq 0$. In Funaro and Gottlieb (1989), the boundary relations (10.5.7) are modified as

$$
\begin{align*}
\frac{\partial p_n}{\partial t}(-1, t) &= -\zeta \frac{\partial p_n}{\partial x}(-1, t) - \gamma [p_n - L q_n](-1, t) \\
\frac{\partial q_n}{\partial t}(1, t) &= \zeta \frac{\partial q_n}{\partial x}(1, t) - \gamma [q_n - R p_n](1, t)
\end{align*}
$$

(10.5.9)

where $\gamma > 0$ is a constant. As in (10.3.9) the differential equation is also considered at the points $x = \pm 1$. The new collocation scheme is now equivalent to a $(2n+2) \times (2n+2)$ differential system. For $n = 2$, we have $\forall t \in [0, T]$
(10.5.10)

\[
\begin{bmatrix}
    p_n(\eta_0^{(n)}, t) \\
    p_n(\eta_1^{(n)}, t) \\
    p_n(\eta_2^{(n)}, t) \\
    q_n(\eta_0^{(n)}, t) \\
    q_n(\eta_1^{(n)}, t) \\
    q_n(\eta_2^{(n)}, t)
\end{bmatrix}
= \zeta
\begin{bmatrix}
    -d_{00}^{(1)} - \gamma & -d_{01}^{(1)} & -d_{02}^{(1)} & \gamma L/\zeta & 0 & 0 \\
    -d_{10}^{(1)} & -d_{11}^{(1)} & -d_{12}^{(1)} & 0 & 0 & 0 \\
    -d_{20}^{(1)} & -d_{21}^{(1)} & -d_{22}^{(1)} & 0 & 0 & 0 \\
    0 & 0 & 0 & \delta_{00}^{(1)} & \delta_{01}^{(1)} & \delta_{02}^{(1)} \\
    0 & 0 & 0 & \delta_{10}^{(1)} & \delta_{11}^{(1)} & \delta_{12}^{(1)} \\
    0 & 0 & 0 & \delta_{20}^{(1)} & \delta_{21}^{(1)} & \delta_{22}^{(1)} - \gamma
\end{bmatrix}
\begin{bmatrix}
    p_n(\eta_0^{(n)}, t) \\
    p_n(\eta_1^{(n)}, t) \\
    p_n(\eta_2^{(n)}, t) \\
    q_n(\eta_0^{(n)}, t) \\
    q_n(\eta_1^{(n)}, t) \\
    q_n(\eta_2^{(n)}, t)
\end{bmatrix}
\]

Convergence estimates for the error \( R \| p_n - V \|_w^2 + |L| \| q_n - W \|_w^2 \), are given in the Legendre case \( (w \equiv 1) \) when \( |RL| < 1 \) and \( \gamma := \frac{1}{2} \zeta n(n+1) / \sqrt{|RL|} \).

For the proof of stability, we argue as follows. Let us assume for simplicity that \( L > 0 \) and \( R > 0 \) with \( LR < 1 \). By (3.5.6), we first note that \( \tilde{w}_0^{(n)} = \tilde{w}_n^{(n)} = \zeta / \gamma \sqrt{RL} \).

Then, formula (3.5.1) with \( w \equiv 1 \) yields \( \forall t \in [0, T] \)

(10.5.11)

\[
\frac{d}{dt}\left( R \sum_{j=0}^{n} p_n^2(\eta_j^{(n)}, t) \tilde{w}_j^{(n)} + L \sum_{j=0}^{n} q_n^2(\eta_j^{(n)}, t) \tilde{w}_j^{(n)} \right)
\]

\[= -2\zeta R \int_{-1}^{1} \frac{\partial p_n}{\partial x} p_n \, dx + 2\zeta L \int_{-1}^{1} \frac{\partial q_n}{\partial x} q_n \, dx
\]

\[\quad - 2R\gamma \tilde{w}_0^{(n)} \left[ p_n(-1, t) - Lq_n(-1, t) \right] p_n(-1, t) - 2L\gamma \tilde{w}_n^{(n)} \left[ q_n(1, t) - Rp_n(1, t) \right] q_n(1, t)
\]

\[= \left[ -\zeta Rp_n^2(1, t) + 2\gamma RL \tilde{w}_n^{(n)} p_n(1, t) q_n(1, t) + L(\zeta - 2\gamma \tilde{w}_n^{(n)}) q_n^2(1, t) \right]
\]

\[+ \left[ -\zeta Lq_n^2(-1, t) + 2\gamma RL \tilde{w}_0^{(n)} p_n(-1, t) q_n(-1, t) + R(\zeta - 2\gamma \tilde{w}_0^{(n)}) p_n^2(-1, t) \right] =
\]
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\[
= \zeta \left[ -R p_n^2(1,t) + 2\sqrt{R} L p_n(1,t) q_n(1,t) + (L - 2\sqrt{L/R}) q_n^2(1,t) \right] \\
+ \zeta \left[ -L q_n^2(-1,t) + 2\sqrt{R} L p_n(-1,t) q_n(-1,t) + (R - 2\sqrt{R/L}) p_n^2(-1,t) \right] \leq 0.
\]

The last terms in (10.5.11) are negative in view of the inequalities

\[
2\sqrt{R} a b \leq R a^2 + L b^2 \leq R a^2 + \left( 2\sqrt{L/R} - L \right) b^2,
\]

\[
2\sqrt{R} a b \leq L a^2 + R b^2 \leq L a^2 + \left( 2\sqrt{R/L} - R \right) b^2,
\]

where \( a, b \in \mathbb{R}, \ R > 0, \ L > 0, \ RL < 1. \)

By (3.8.6), we obtain a bound to the norm

\[
\sqrt{R} \| p_n(\cdot,t) \|_w^2 + L \| q_n(\cdot,t) \|_w^2, \ t \in ]0,T],
\]

terms of the initial data.

We also outline the proof of convergence. One introduces two additional polynomials \( \hat{p}_n(\cdot,t) \in \mathbb{P}_n, \hat{q}_n(\cdot,t) \in \mathbb{P}_n, \ n \geq 1, \ t \in ]0,T]. \) These are solution of

\[
\begin{align*}
\frac{\partial \hat{p}_n}{\partial t} (\eta^{(n)}_i, t) &= -\zeta \frac{\partial \hat{p}_n}{\partial x} (\eta^{(n)}_i, t) \quad 1 \leq i \leq n, \quad t \in ]0,T], \\
\frac{\partial \hat{q}_n}{\partial t} (\eta^{(n)}_i, t) &= \zeta \frac{\partial \hat{q}_n}{\partial x} (\eta^{(n)}_i, t) \quad 0 \leq i \leq n-1, \quad t \in ]0,T],
\end{align*}
\]

with

\[
\begin{align*}
\frac{\partial \hat{p}_n}{\partial t} (-1,t) &= -\zeta \frac{\partial \hat{p}_n}{\partial x} (-1,t) - \gamma [\hat{p}_n - V](-1,t) \\
\frac{\partial \hat{q}_n}{\partial t} (1,t) &= \zeta \frac{\partial \hat{q}_n}{\partial x} (1,t) - \gamma [\hat{q}_n - W](1,t)
\end{align*}
\]

\( \forall t \in ]0,T]. \)

The functions \( \hat{p}_n \) and \( \hat{q}_n \) are decoupled. Therefore, we can estimate the errors

\[
\| (\hat{p}_n - V)(\cdot,t) \|_w \quad \text{and} \quad \| (\hat{q}_n - W)(\cdot,t) \|_w, \ t \in ]0,T],
\]

by virtue of the results of section 10.3. On the other hand, by subtracting the equations (10.5.12) from the equations (10.5.6), we get an equivalent collocation scheme in the unknowns \( r_n := p_n - \hat{p}_n \) and \( s_n := q_n - \hat{q}_n \), with the following boundary relations, obtained by combining (10.5.5), (10.5.9) and (10.5.13):
\( \begin{align*}
\frac{\partial r_n}{\partial t}(-1, t) &= -\zeta \frac{\partial r_n}{\partial x}(-1, t) - \gamma [r_n - Ls_n](-1, t) + \gamma L[\hat{q}_n - W](-1, t) \\
\frac{\partial s_n}{\partial t}(1, t) &= \zeta \frac{\partial s_n}{\partial x}(1, t) - \gamma [s_n - Rr_n](1, t) + \gamma R[\hat{p}_n - V](1, t)
\end{align*} \)

Adapting the proof of stability to this new system, we can bound \( \|r_n(\cdot, t)\|_w, \|s_n(\cdot, t)\|_w, \) \( t \in ]0, T], \) by the initial data and by the errors \( |\hat{p}_n - V|(1, t), |\hat{q}_n - W|(-1, t), t \in ]0, T]. \) The final error estimate follows from the triangle inequalities

\[ \|p_n - V\|_w \leq \|r_n\|_w + \|\hat{p}_n - V\|_w, \quad \|q_n - W\|_w \leq \|s_n\|_w + \|\hat{q}_n - W\|_w. \]

We finally observe that the numerical experiments are in general more accurate using (10.5.9) in place of (10.5.7), though the expression of the constant \( \gamma \) is known only in the Legendre case.

Other polynomial approximations are examined in Gottlieb, Gurtzburger and Turkel (1982) and Tal-Ezer (1986b). Techniques based on spectral methods are under development for the numerical discretization of nonlinear hyperbolic systems.

### 10.6 Time discretization

In the previous sections we analyzed polynomial approximations, with respect to the space variable \( x, \) of various time-dependent partial differential equations. In order to implement our algorithms we also need to discretize the time variable \( t. \) Although polynomials can be used to get a global approximation in the time interval \( [0, T], T > 0 \) (see Morchoisne (1979), Tal-Ezer (1986a) and Tal-Ezer (1989)), finite-differences are generally preferred. Much has been written on this subject. We refer the reader to
GEAR (1971), LAPI DUS and SEINFELD (1971), JAIN (1984). Here, we only present some basic algorithms.

Our purpose here is to solve first-order differential systems of the form

\[ \begin{aligned}
  \frac{d}{dt} \vec{p}(t) &= \vec{D}\vec{p}(t) + \vec{f}(t), & t \in [0, T], \\
  \vec{p}(0) &= \vec{p}_0,
\end{aligned} \]

where \( \vec{p}(t) \in \mathbb{R}^n, \ t \in [0, T], \) is the unknown. In (10.6.1), \( \vec{D} \) is a \( n \times n \) matrix, \( \vec{p}_0 \in \mathbb{R}^n \) is an initial guess and \( \vec{f}(t) \) is a given vector of \( \mathbb{R}^n, \ \forall t \in [0, T]. \) Systems like the one considered above were derived in sections 10.2, 10.3 and 10.5.

The most straightforward time-discretization method is the Euler method. We subdivide the interval \([0, T]\) in \( m \geq 1 \) equal parts of size \( h := T/m > 0. \) Then, for any \( m \geq 1, \) we construct the vector \( \vec{p}_h \equiv \vec{p}_h^{(m)} \in \mathbb{R}^n, \) according to the recursion formula

\[ \begin{aligned}
  \vec{p}_h^{(j)} &:= (I + h\vec{D})\vec{p}_h^{(j-1)} + h\vec{f}(t_{j-1}) & 1 \leq j \leq m, \\
  \vec{p}_h^{(0)} &:= \vec{p}_0,
\end{aligned} \]

where \( I \) denotes the \( n \times n \) identity matrix and \( t_j := jh, 0 \leq j \leq m. \) We assume that \( \vec{D} \) admits a diagonal form and we denote by \( \lambda_i, \ 1 \leq i \leq n, \) its eigenvalues. Then, we have the following result.

**Theorem 10.6.1** - Let the eigenvalues of the matrix \( \vec{D} \) satisfy \( \text{Re}\lambda_i < 0, \ 1 \leq i \leq n. \) Then, if \( \vec{p}(t), \ t \in [0, T], \) is the solution of problem (10.6.1), and \( \vec{p}_h \) is obtained by (10.6.2), it is possible to find a constant \( C > 0 \) such that

\[ \|\vec{p}_h - \vec{p}(T)\|_{\mathbb{R}^n} \leq Ch \sup_{t \in [0, T]} \left\| \frac{d^2\vec{p}}{dt^2}(t) \right\|_{\mathbb{R}^n}, \]

for any \( h \) satisfying

\[ 0 < h < \tilde{h} := \min_{1 \leq i \leq n} \left\{ \frac{-2\text{Re}\lambda_i}{|\lambda_i|^2} \right\}. \]
It is well-known that, when condition (10.6.4) is violated, severe instabilities can occur when applying the algorithm (10.6.2). Actually, (10.6.4) is equivalent to requiring that the spectral radius \( \rho(I + hD) \) is less than 1 (see section 7.6). This stresses the importance of working with matrices having eigenvalues with a negative real part. All the examples analyzed in the previous sections lead to systems of ordinary differential equations where the corresponding matrices fulfill such a requirement (see chapter eight). Moreover, in some cases (see (10.3.8), (10.3.19) and (10.5.11)), we were able to prove an additional property, that is, that a certain norm in \( \mathbb{R}^n \) of the vector \( \bar{p}(t) \) is a decreasing function of \( t \in [0, T] \). This automatically excludes the existence of eigenvalues with a positive real part, otherwise the components of the vector \( \bar{p} \) along the directions of the corresponding eigenvectors would be amplified during the time evolution. Due to (10.6.3), the error committed at time \( T \) decays linearly with the size of the interval \( h \). This means that the method is first-order accurate. We observe that the constant \( C \) in (10.6.3) depends on \( n \).

To illustrate the above, we provide the results of a numerical test. Consider equation (10.2.1) with \( \zeta = 1 \) and \( T = 1 \). Initial and boundary conditions are such that the solution is \( U(x,t) = e^{-t}\cos x + e^{-4t}\sin x, \ x \in [-1,1], \ t \in [0,1] \). By changing the variable as suggested in section 10.2, the new unknown \( V \) satisfies (10.2.5), (10.2.6) and (10.2.7). Then, for \( n \geq 2 \), \( p_n \) denotes the polynomial approximation of \( V \) by the collocation method (10.2.8) at the Chebyshev nodes given in (3.1.11). The relative differential system (such as (10.2.11) for \( n = 4 \)) is discretized by the Euler method. For any \( m \geq 1 \), at the end of the iterative process, we obtain a polynomial \( p_{n,m} \in \mathbb{P}_n \) identified by its value at the points \( \eta_j^{(n)} \), \( 1 \leq j \leq n - 1 \). In table 10.6.1, we report the error

\[
E_{n,m} := \left( \int_{-1}^{1} \left[ p_{n,m}(x) - (\tilde{I}_{w,n}V)(x,1) \right] ^2 \frac{dx}{\sqrt{1-x^2}} \right) ^{\frac{1}{2}}, \quad n \geq 2, \ m \geq 1.
\]

From relation (3.8.14), we can evaluate \( E_{n,m} \) by a quadrature formula based on the collocation points (see also the numerical examples of section 9.2). The quantity \( E_{n,m} \) is the sum of two contributions. One is the error relative to the approximation in the space variable, which decays exponentially when \( n \) grows (compare for instance
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$E_{4,3200}$ with $E_{6,3200})$. The other is the error in the time variable, which only behaves like $h := 1/m$. Indeed, except for the case $n = 4$, $E_{n,m}$ is halved when $m$ is doubled. The reader will note that $E_{n,m}$ does not decrease for $n \geq 6$. This is because the time-step $h$ is not small enough to compete with the good accuracy in space, thus, the global error is dominated by the time-discretization error. The situation is different for the case $n = 4$, where the space resolution is poor and the results cannot improve by reducing the time-step. In our example, relation (10.6.4) is not satisfied when $n = 10$ and $m = 200$. This is the reason why the error $E_{10,200}$ is rather high.

<table>
<thead>
<tr>
<th>$m$</th>
<th>$E_{4,m}$</th>
<th>$E_{6,m}$</th>
<th>$E_{8,m}$</th>
<th>$E_{10,m}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>200</td>
<td>$.5782 \times 10^{-3}$</td>
<td>$.2426 \times 10^{-3}$</td>
<td>$.2427 \times 10^{-3}$</td>
<td>$.3458 \times 10^{28}$</td>
</tr>
<tr>
<td>400</td>
<td>$.5546 \times 10^{-3}$</td>
<td>$.1212 \times 10^{-3}$</td>
<td>$.1213 \times 10^{-3}$</td>
<td>$.1213 \times 10^{-3}$</td>
</tr>
<tr>
<td>800</td>
<td>$.5522 \times 10^{-3}$</td>
<td>$.6069 \times 10^{-4}$</td>
<td>$.6066 \times 10^{-4}$</td>
<td>$.6066 \times 10^{-4}$</td>
</tr>
<tr>
<td>1600</td>
<td>$.5534 \times 10^{-3}$</td>
<td>$.3055 \times 10^{-4}$</td>
<td>$.3033 \times 10^{-4}$</td>
<td>$.3032 \times 10^{-4}$</td>
</tr>
<tr>
<td>3200</td>
<td>$.5545 \times 10^{-3}$</td>
<td>$.1576 \times 10^{-4}$</td>
<td>$.1517 \times 10^{-4}$</td>
<td>$.1516 \times 10^{-4}$</td>
</tr>
</tbody>
</table>

Table 10.6.1 - Errors relative to the Chebyshev collocation approximation of problem (10.2.5), (10.2.6), (10.2.7).

The above experiment shows that, in order to retain the good approximation properties of spectral methods, the time-step should be very small. This results in a large number of steps. Although the FFT (see section 4.3) speeds up matrix-vector multiplications in the Chebyshev case, the global computational cost can still be very high. An alternative is to use more accurate time-discretization methods, such as Runge-Kutta, Adams-Bashforth or Du Fort-Frankel methods (see Jain(1984)). By these techniques, the error decays as a fixed integer power of the time-step. For instance, experiments based on equation (10.3.20), using a fourth-order Runge-Kutta method, are discussed in Solomonoff and Turkel(1989). Like the Euler method, the schemes mentioned above
are explicit. This implies that they can be used only if \( h \) satisfies an inequality of the type (10.6.4) (absolute stability condition). Indications for the choice of the parameter \( h \) are given in Gottlieb and Tadmor (1990) for spectral approximations of first-order partial differential equations. Unfortunately, in most of the practical applications, these stability conditions are considered to be very restrictive, especially when \( D \) is related to the space-discretization of second-order differential operators. In this case, according to (8.3.6), the maximum time-step \( \tilde{h} \) in (10.6.4) is required to be proportional to \( 1/n^4 \). Indeed, this limitation is quite severe, even when \( n \) is not too large. For first-order problems, Kosloff and Tal-Ezer (1989) propose a Chebyshev-like spectral method with a weaker restriction on \( \tilde{h} \).

No restrictions are in general required for implicit methods, such as the backward Euler method. This is obtained by modifying (10.6.2) to be

\[
\begin{align*}
(10.6.5) & \\
\bar{p}_h^{(j)} & := \bar{p}_h^{(j-1)} + hD\bar{p}_h^{(j)} + h\bar{f}(t_j) \quad 1 \leq j \leq m, \\
\bar{p}_h^{(0)} & := \bar{p}_0.
\end{align*}
\]

The scheme (10.6.5) is unconditionally stable (i.e., no limitations on \( h \) are required), provided the eigenvalues of \( D \) have a negative real part. In addition, we still have (10.6.3), i.e., the method is first-order accurate. At each step, the new vector \( \bar{p}_h^{(j)} \), \( 1 \leq j \leq m \), is computed by solving a \( n \times n \) linear system whose matrix is \( I - hD \). We refer to section 7.6 for the numerical treatment of this system. The algorithm is now more costly, but we are allowed to choose a larger time-step. This results in a loss of accuracy, which is moderate, however, for solutions that have a slow time variation.

Further theoretical results and experiments are discussed in Mercier (1982) and Mercier (1989) for first-order problems, and Canuto and Quarteroni (1987) for hyperbolic systems. Interesting comments are given in Trefethen and Trummer (1987) and Trefethen (1988), where numerical tests show the sensitivity to rounding errors of certain explicit methods, when coupled with spectral approximations.

Similar techniques apply to nonlinear equations. For example, the Burgers equation (see section 10.4) can be discretized by introducing a sequence of polynomials \( p_n^{(j)} \in P_n^0 \),
0 ≤ j ≤ m, according to the recursion formula

\[(10.6.6) \quad p_n^{(j)}(\eta_i^{(n)}) := p_n^{(j-1)}(\eta_i^{(n)}) + \epsilon h \left[ \frac{d^2}{dx^2} p_n^{(j)} \right](\eta_i^{(n)}) - h \left[ p_n^{(j-1)} \frac{d}{dx} p_n^{(j-1)} \right](\eta_i^{(n)}), \]

\[1 ≤ i ≤ n - 1, \quad 0 ≤ j ≤ m.\]

The initial polynomial is \( p_n^{(0)}(\eta_i^{(n)}) := U_0(\eta_i^{(n)}), 1 ≤ i ≤ n - 1. \) The derivatives at the nodes are evaluated with the usual arguments (see section 7.2). Then, the final polynomial \( p_n^{(m)} \) represents an approximation of the exact solution \( U(\cdot, T) \). To avoid severe time-step restrictions the scheme is implicit. Since a full implicit scheme forces us to solve a set of nonlinear equations at any step, the nonlinear term is treated explicitly. A theoretical analysis of convergence of the method for the Chebyshev case is carried out in BRESSAN and QUARTERONI(1986a).

The literature on this subject offers an extensive collection of (more or less efficient) algorithms. An overview of the time-discretization techniques most used in spectral methods can be found in GOTTlieb and ORszag(1977), chapter 9, TURKEL(1980), CANUTO, HUSSAINI, QUARTERONI and ZANG(1988), chapter 4, BOYD(1989), chapter 8. A deeper analysis is too technical at this point. Nevertheless, this short introduction should be sufficient for running the first experiments and interpreting the results.
11
DOMAIN-DECOMPOSITION METHODS

For several reasons, when approximating differential equations numerically, it is often convenient to decompose the domain, where the solution is defined, into different subsets. Then, independently in each subdomain, one computes polynomial approximations by the techniques introduced in the previous chapters. The goal now is to find a suitable way to match the different pieces to obtain a discretization of the global solution.

11.1 Introductory remarks

Recently, domain-decomposition (or multidomain) methods have become a fundamental subject of research in spectral methods. This is especially true for boundary-value problems in two or more space variables, when the solutions are defined in domains with a complicated geometry. Actually, spectral-type techniques are well suited for very simple domains, obtainable by cartesian products of intervals (see chapter thirteen). It is clear that, when the given domain does not conform with these requirements, setting up a spectral approximation scheme is not a straightforward procedure. From this point of view, this is a severe drawback in comparison with other more flexible methods, such as finite-differences or finite element methods.
When possible, the initial domain is divided into subsets, each one having an elementary shape. Then, the approximation of the global solution results from combining the different discrete solutions relative to each subdomain. The way of coupling the various schemes will be discussed in the coming sections.

In this book we treat only one-dimensional problems. In this context, our domains, being intervals of $\mathbb{R}$, are simple right from the start. Nevertheless, even for equations in one variable, there are several situations where a domain-decomposition method is preferable to a direct computation in the whole domain. This is the case for instance for solutions displaying different regularity behaviors in different parts of the domain. A global high-degree polynomial approximation is generally more expensive and less accurate than using high-degree polynomials only in the regions where the degree of smoothness is lower. In this way, we can treat sharp gradients or shocks when we can guess their location. Moreover, different techniques can be used in each subdomain (see the example of section 12.2). The partitioning of the domain is often suggested by the problem itself, as a result of matching different type of equations. In addition, we stress that a preliminary theoretical analysis in one variable is often necessary before experimenting with more complicated situations.

We denote by $I$ an open interval of $\mathbb{R}$. Multidomain methods are usually divided into two categories: non-overlapping and overlapping. In the first case $I$ is decomposed into a finite number $m \geq 1$ of open intervals $S_k$, $1 \leq k \leq m$, in such a way that $\bar{I} = \bigcup_{1 \leq k \leq m} \bar{S}_k$, and $S_{k_1} \cap S_{k_2} = \emptyset$ if $k_1 \neq k_2$. In the second case, we assume that there exist two integers $k_1$ and $k_2$ such that $S_{k_1} \cap S_{k_2} \neq \emptyset$.

11.2 Non-overlapping multidomain methods

Let $m \geq 1$ be an integer and $s_k \in \mathbb{R}$, $0 \leq k \leq m$, an increasing set of real numbers. We subdivide the interval $I := ]s_0, s_m[$ into the subdomains $S_k := ]s_{k-1}, s_k[$, $1 \leq k \leq m$. 

Consider first the second-order boundary-value problem (see also (9.1.4)):

\[
\begin{cases}
-U'' = f & \text{in } I, \\
U(s_0) = \sigma_1, & U(s_m) = \sigma_2,
\end{cases}
\]

(11.2.1)

where \( \sigma_1, \sigma_2 \in \mathbb{R} \), and \( f : I \to \mathbb{R} \) is a given continuous function.

Given the decomposition of the domain \( I \), (11.2.1) is equivalent to finding \( m \) functions \( U_k : \bar{S}_k \to \mathbb{R}, \ 1 \leq k \leq m \), such that

\[
\begin{cases}
-U''_k = f & \text{in } S_k, \ 1 \leq k \leq m, \\
U_k(s_k) = U_{k+1}(s_k) & 1 \leq k \leq m - 1, \\
U'_k(s_k) = U'_{k+1}(s_k) & 1 \leq k \leq m - 1, \\
U_1(s_0) = \sigma_1, & U_m(s_m) = \sigma_2.
\end{cases}
\]

(11.2.2)

Of course, \( U_k \) turns out to be the restriction of \( U \) to the set \( \bar{S}_k, \ 1 \leq k \leq m \).

Instead of approximating the solution of (11.2.1) by a unique polynomial in the whole interval \( I \) as suggested in section 9.4, we look for a continuous approximating function \( \pi_n : \bar{I} \to \mathbb{R} \), such that \( p_{n,k}(x) := \pi_n(x), \ x \in \bar{S}_k \), is a polynomial in \( P_n \) converging for \( n \to +\infty \) to the corresponding function \( U_k, \ 1 \leq k \leq m \).

Let us examine for instance the collocation method. First, we map the points \( \eta_j^{(n)} \in [-1, 1], \ 0 \leq j \leq n \), in each interval \( \bar{S}_k, \ 1 \leq k \leq m \). This is done by defining the new set of nodes

\[
\theta^{(n,k)}_j := \frac{1}{2}[(s_k - s_{k-1})\eta_j^{(n)} + s_k + s_{k-1}] \quad 0 \leq j \leq n, \ 1 \leq k \leq m.
\]

(11.2.3)

We note that \( \theta^{(n,k)}_n = \theta^{(n,k+1)}_0 = s_k, \ 1 \leq k \leq m - 1 \).

Then, following Orszag(1980), we define the polynomials \( p_{n,k}, \ 1 \leq k \leq m \), to be solutions of the set of equations

\[
-p''_{n,k}(\theta^{(n,k)}_i) = f(\theta^{(n,k)}_i) \quad 1 \leq i \leq n - 1, \ 1 \leq k \leq m,
\]

(11.2.4)
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\begin{equation}
\tag{11.2.5}
 p_{n,k}(s_k) = p_{n,k+1}(s_k) \quad 1 \leq k \leq m - 1,
\end{equation}

\begin{equation}
\tag{11.2.6}
 p'_{n,k}(s_k) = p'_{n,k+1}(s_k) \quad 1 \leq k \leq m - 1,
\end{equation}

\begin{equation}
\tag{11.2.7}
 p_{n,1}(s_0) = \sigma_1, \quad p_{n,m}(s_m) = \sigma_2.
\end{equation}

Basically, in (11.2.4) we collocated the differential equation at the nodes inside \( S_k, 1 \leq k \leq m \), and imposed the boundary conditions (11.2.7). Relations (11.2.5) and (11.2.6) require the continuity of \( \pi_n \) and its derivative in the interval \( I \), i.e., \( \pi_n \in C^1(I) \).

It is clear that (11.2.4)-(11.2.7) is equivalent to a \( m(n+1) \times m(n+1) \) linear system. To determine the corresponding matrix, we argue as in sections 7.2 and 7.4. For instance, the entries of the derivative matrix at the collocation nodes \( \theta_j^{(n,k)}, 0 \leq j \leq n \), are given by \( \left\{ 2d_j^{(1)}/(s_k - s_{k-1}) \right\}_{0 \leq j \leq n}, 1 \leq k \leq m. \)

In the ultraspherical case, we can replace (11.2.6) by

\begin{equation}
\tag{11.2.8}
 -1/s_{k+1} - s_{k-1} \left[ (s_k - s_{k-1}) p''_{n,k} + (s_{k+1} - s_k) p''_{n,k+1} \right](s_k) \\
+ \gamma_k \left[ p'_{n,k} - p'_{n,k+1} \right](s_k) = f(s_k) \quad 1 \leq k \leq m - 1,
\end{equation}

where \( \gamma_k, 1 \leq k \leq m \), are suitable constants. In this case we only have \( \pi_n \in C^0(I) \).

The use of formula (11.2.8) was proposed in FUNARO(1986) for Legendre nodes and FUNARO(1988) for Chebyshev nodes. This new condition, which is closely related to (9.4.23), results from a variational formulation of problem (11.2.1). When the constants \( \gamma_k \) in (11.2.8) are chosen appropriately, numerical results are in general more accurate than those obtained with condition (11.2.6). In both cases, we expect convergence of the approximating function \( \pi_n \) to the exact solution \( U \) when \( n \to +\infty \). A convergence analysis can be developed following the variational approach described in sections 9.3 and 9.4. To illustrate the basic principles, we show the theory in a simple case. We recall that there is no loss of generality if we assume \( \sigma_1 = \sigma_2 = 0 \) in (11.2.1).
Theorem 11.2.1 - Let \( U_k, 1 \leq k \leq m, \) be the solutions of problem (11.2.2) with \( \sigma_1 = \sigma_2 = 0. \) Let \( \eta_{j}^{(n)}, \) \( 0 \leq j \leq n, \) in (11.2.3), be the nodes of the Legendre \( (w \equiv 1) \) Gauss-Lobatto formula (3.5.1). Let \( p_{n,k}, 1 \leq k \leq m, \) be the polynomials satisfying (11.2.4), (11.2.5), (11.2.7) with \( \sigma_1 = \sigma_2 = 0, \) and (11.2.8) with \( \gamma_k := \frac{n(n+1)}{s_{k+1}-s_k}, \) \( 1 \leq k \leq m - 1. \) Then, we have

\[
\lim_{n \to +\infty} \left( \int_{s_{k-1}}^{s_k} (U_k - p_{n,k})^2 dx + \int_{s_{k-1}}^{s_k} (U'_k - p'_{n,k})^2 dx \right)^{\frac{1}{2}} = 0, \quad 1 \leq k \leq m.
\]

Proof - For any \( 1 \leq k \leq m, \) define the weights \( \tilde{w}_{j}^{(n,k)} := \frac{1}{2}(s_k-s_{k-1})\tilde{w}_{j}^{(n)}, \) \( 0 \leq j \leq n \) (see (3.5.6)). Therefore, by (3.5.1) with \( w \equiv 1, \) we get the integration formula

\[
\int_{s_{k-1}}^{s_k} p dx = \sum_{j=0}^{n} p(\theta_{j}^{(n,k)}) \tilde{w}_{j}^{(n,k)} \quad \forall p \in P_{2n-1}, \quad 1 \leq k \leq m.
\]

Let \( X_n \) denote the space of continuous functions \( \phi \) in \( I, \) such that \( \phi(s_0) = \phi(s_m) = 0 \) and such that the restriction of \( \phi \) to any interval \( \bar{S}_k \) is a polynomial of degree \( n. \) Then, by noting that \( \gamma_k[\tilde{w}_n^{(n,k)} + \tilde{w}_0^{(n,k+1)}] = 1, \) \( 1 \leq k \leq m - 1, \) the function \( \pi_n \in X_n \) satisfies

\[
\int_{I} \pi_n' \phi' dx = \sum_{k=1}^{m} \int_{S_k} \pi_n' \phi' dx
\]

\[
= -\sum_{k=1}^{m} \int_{S_k} \pi_n'' \phi dx + \sum_{k=1}^{m-1} \left[ \lim_{x \to -s_k^-} (\pi_n' \phi)(x) - \lim_{x \to s_k^+} (\pi_n' \phi)(x) \right]
\]

\[
= -\sum_{k=1}^{m} \int_{S_{k-1}}^{s_k} p''_{n,k} \phi dx + \sum_{k=1}^{m-1} \left[ p'_{n,k} \phi - p'_{n,k+1} \phi \right](s_k)
\]

\[
= -\sum_{k=1}^{m} \left( \sum_{i=1}^{n} [p''_{n,k} \phi(\theta_{i}^{(n,k)}) \tilde{w}_{i}^{(n,k)}] \right) + \sum_{k=1}^{m-1} \gamma_k (\tilde{w}_n^{(n,k)} + \tilde{w}_0^{(n,k+1)}) \left[ p'_{n,k} \phi - p'_{n,k+1} \phi \right](s_k)
\]

\[
= \sum_{k=1}^{m} \left( \sum_{i=1}^{n} [f \phi(\theta_{i}^{(n,k)}) \tilde{w}_{i}^{(n,k)}] \right) =: F_n(\phi), \quad \forall \phi \in X_n.
\]
Thus, our collocation scheme is now in a variational form. On the other hand, $U$ satisfies $\int_I U' \psi' dx = \int_I f \psi dx, \forall \psi \in X, \psi(s_0) = \psi(s_m) = 0$, where $X$ is the Hilbert space with norm $\|\psi\|_X = \left(\int_I \psi^2 dx + \int_I [\psi']^2 dx\right)^{1/2}$. Due to theorem 9.4.1, it is sufficient to estimate the quantity $|\int_I f \phi dx - F_n(\phi)|, \forall \phi \in X_n$, to conclude that the error $|U - \pi_n|$ tends to zero in the norm of $X$. To this end, for any $S_k$, we can argue as in (9.4.12), (9.4.13), which lead to (11.2.9).

With some technical modifications, we can use the same proof to obtain a convergence result for the scheme (11.2.4), (11.2.5), (11.2.6), (11.2.7), in the Legendre case. For other sets of collocation nodes the theory becomes more difficult. The idea is to recast the collocation scheme into a variational framework which then reduces to a problem like (9.4.16) in each subdomain.

We get similar conclusions when different degrees $n_k, 1 \leq k \leq m, are assigned to the approximating polynomials. Now, we can either use condition (11.2.6) as is, or condition (11.2.8) after suitable modification. For example, in the Legendre case, starting from the variational formulation (11.2.11), we deduce that the following relations are satisfied at the interface nodes:

\begin{align}
(11.2.12) \quad &- \left[\tilde{w}_{n_k}^{(n_k,k)} + \tilde{w}_0^{(n_k+1,k+1)}\right]^{-1} \left[\tilde{w}_{n_k}^{(n_k,k)} p_{n_k,k}^{\prime\prime} + \tilde{w}_0^{(n_k+1,k+1)} p_{n_k+1,k+1}^{\prime\prime}\right](s_k) \\
&+ \gamma_k \left[p_{n_k,k}^{\prime} - p_{n_k+1,k+1}^{\prime}(s_k) = f(s_k) \quad 1 \leq k \leq m - 1,
\right.
\end{align}

where $\gamma_k := 1/\left(\tilde{w}_{n_k}^{(n_k,k)} + \tilde{w}_0^{(n_k+1,k+1)}\right), 1 \leq k \leq m - 1.$

In the applications, we can prescribe the polynomial degrees $n_k$, depending on the regularity of $U$ in the different subintervals $S_k$. We show an example for $I = [-1,1]$. In (11.2.1) we take $\sigma_1 = \sigma_2 = 0$ and $f$ such that $U(x) := \sin\left(\frac{12\pi}{5x+7}\right), x \in \bar{I}$. The function $U$ is plotted in figure 11.2.1. In the first test, we approximate $U$ by a single polynomial $p_n$ with the standard collocation method at the Legendre points (see (9.2.15)). In table 11.2.1, we give the error $E_n := \left(\sum_{j=1}^n (p_n - U)^2(\eta_j^{(n)})^2\right)^{1/2}$ for different values of $n$. 
In the second experiment, we consider two domains, namely \( S_1 = ]s_0, s_1[ = ]−1, 0[ \) and \( S_2 = ]s_1, s_2[ = ]0, 1[ \). In each interval \( S_k \), \( 1 \leq k \leq 2 \), we approximate the solution by a polynomial \( p_{nk,k} \in P_{nk} \), with the collocation method at the Legendre nodes. At the point \( s_1 = 0 \) we impose \( p_{n_{1,1}}(s_1) = p_{n_{2,2}}(s_1) \) and condition (11.2.12) for \( m = 2 \). We report in table 11.2.2 the error \( E_{n_1,n_2} := \left( \sum_{k=1}^{2} \sum_{j=1}^{n_k} (p_{nk,k} - U) \left( \frac{\theta_j}{\theta_j} \right) w_j^{(n_k,k)} \right)^{1/2} \) for various choices of the parameters \( n_1 \) and \( n_2 \).
Due to the different behavior of $U$ in the two subdomains, the best results are obtained with an uneven distribution of nodes ($n_1 > n_2$). A correct balance of the two parameters guarantees performances as good as the ones of the single-domain approximation, with the same degrees of freedom and a lower computational cost. In fact, the matrices involved in the multidomain approach are block-diagonal, with a number of blocks equal to the number of subdomains and a bandwidth proportional to the largest degree used. We can take advantage of this structure for a more efficient numerical implementation. The details are discussed in section 11.3. In (11.2.23), we explicitly write the system from the above example with $n_1 = n_2 = 2$ (hence $\gamma_1 = 3$):

$$(11.2.13)$$

$$\begin{pmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 \\
-4\tilde{d}_{10}^{(2)} & -4\tilde{d}_{11}^{(2)} & -4\tilde{d}_{12}^{(2)} & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & -1 & 0 & 0 & 0 \\
\tau_1 & \tau_2 & \tau_3 & \tau_4 & \tau_5 & \tau_6 \\
0 & 0 & 0 & -4\tilde{d}_{10}^{(2)} & -4\tilde{d}_{11}^{(2)} & -4\tilde{d}_{12}^{(2)} & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1
\end{pmatrix}
\begin{pmatrix}
p_{n_1,1}(\theta_0^{(n_1,1)}) \\
p_{n_1,1}(\theta_1^{(n_1,1)}) \\
p_{n_1,1}(\theta_2^{(n_1,1)}) \\
p_{n_2,2}(\theta_0^{(n_2,2)}) \\
p_{n_2,2}(\theta_1^{(n_2,2)}) \\
p_{n_2,2}(\theta_2^{(n_2,2)})
\end{pmatrix}
= 
\begin{pmatrix}
\sigma_1 \\
f(\theta_1^{(n_1,1)}) \\
0 \\
f(s_1) \\
f(\theta_1^{(n_2,2)}) \\
\sigma_2
\end{pmatrix}$$

where $\tau_1 := -2\tilde{d}_{20}^{(2)} + 2\gamma_1\tilde{d}_{20}^{(1)}$, $\tau_2 := -2\tilde{d}_{21}^{(2)} + 2\gamma_1\tilde{d}_{21}^{(1)}$, $\tau_3 := -2\tilde{d}_{22}^{(2)} + 2\gamma_1\tilde{d}_{22}^{(1)}$, $\tau_4 := -2\tilde{d}_{00}^{(2)} - 2\gamma_1\tilde{d}_{00}^{(1)}$, $\tau_5 := -2\tilde{d}_{01}^{(2)} - 2\gamma_1\tilde{d}_{01}^{(1)}$, $\tau_6 := -2\tilde{d}_{02}^{(2)} - 2\gamma_1\tilde{d}_{02}^{(1)}$. We can remove one unknown by eliminating the third row and summing up the third and the fourth columns. Similarly, condition (11.2.6) is imposed by defining $\tau_1 := 2\tilde{d}_{20}^{(1)}$, $\tau_2 := 2\tilde{d}_{21}^{(1)}$, $\tau_3 := 2\tilde{d}_{22}^{(1)}$, $\tau_4 := -2\tilde{d}_{00}^{(1)}$, $\tau_5 := -2\tilde{d}_{01}^{(1)}$, $\tau_6 := -2\tilde{d}_{02}^{(1)}$, and by setting to zero the fourth entry of the right-hand side vector.

In the Chebyshev case, relation (11.2.6) is more suitable for implementation since it is difficult to obtain the exact expression of $\gamma_k$ in (11.2.8), or the counterpart of formula (11.2.12). As an alternative, we can use the condition
\begin{equation}
(11.2.14) \quad p'_{n_k,k}(s_{k-1}) - p'_{n_{k+1},k+1}(s_{k+1}) = \int_{s_{k-1}}^{s_{k+1}} f \, dx \quad 1 \leq k \leq m - 1,
\end{equation}

which is suggested by the identity

\begin{equation}
(11.2.15) \quad U'(s_{k-1}) - U'(s_{k+1}) = -\int_{s_{k-1}}^{s_{k+1}} U'' \, dx = \int_{s_{k-1}}^{s_{k+1}} f \, dx \quad 1 \leq k \leq m - 1.
\end{equation}

The integral in (11.2.14) can be computed by quadrature, for instance by the Clenshaw-Curtis formula once the values of \( f \) at the nodes are known (see section 3.7). This approach was suggested in Macaraeg and Streett (1986) and produces results comparable to those based on relation (11.2.6). Going back to the example previously illustrated, (11.2.14) with \( m = 2 \) is obtained by setting in (11.2.13): \( \tau_1 := 2\tilde{d}_{00}^{(1)} \), \( \tau_2 := 2\tilde{d}_{01}^{(1)} \), \( \tau_3 := 2\tilde{d}_{02}^{(1)} \), \( \tau_4 := -2\tilde{d}_{20}^{(1)} \), \( \tau_5 := -2\tilde{d}_{21}^{(1)} \), \( \tau_6 := -2\tilde{d}_{22}^{(1)} \), and by replacing the fourth entry of the right-hand side vector by \( \int_{1}^{1} f \, dx \).

The spectral element method (see Patera (1984) and section 9.6) uses in the Chebyshev case a variational formulation similar to that in (11.2.11) (we recall that this corresponds to an approximation of problem (11.2.1) with \( \sigma_1 = \sigma_2 = 0 \)). In any interval \( \bar{S}_k \), \( 1 \leq k \leq m \), we consider the expansion \( p_{n,k} = \sum_{j=0}^{n} p_{n,k}(\theta_{j}^{(n,k)})\tilde{l}_{j}^{(n,k)} \), where

\begin{equation}
(11.2.16) \quad \tilde{l}_{j}^{(n,k)}(x) := \tilde{l}_{j}^{(n)}\left(\frac{2x - s_k - s_{k-1}}{(s_k - s_{k-1})}\right), \quad \forall x \in \bar{S}_k, \quad 0 \leq j \leq n.
\end{equation}

The nodes are obtained from (11.2.3), where \( \eta_{j}^{(n)} \), \( 0 \leq j \leq n \), are the Gauss-Lobatto Chebyshev points (see (3.1.11)). The associated Lagrange polynomials \( \tilde{l}_{j}^{(n)} \), \( 0 \leq j \leq n \), are defined in (3.2.10). Next, we modify the right-hand side of (11.2.11) by defining

\begin{equation}
(11.2.17) \quad F_n(\phi) := \sum_{k=1}^{m} \left( \sum_{i=1}^{n} f(\theta_{i}^{(n,k)}) \int_{S_k} \tilde{l}_{i}^{(n,k)}(x) \phi \, dx \right), \quad \forall \phi \in \mathbf{X}_n.
\end{equation}

The set of equations is obtained by testing on the functions \( \phi \equiv \phi_{k,j} \in \mathbf{X}_n \), such that

\[
\phi_{k,j}(x) := \begin{cases} 
\tilde{l}_{j}^{(n,k)}(x) & \text{if } x \in \bar{S}_k \\
0 & \text{if } x \in \bar{I} - \bar{S}_k
\end{cases} \quad 1 \leq j \leq n - 1, \quad 1 \leq k \leq m,
\]
and on the set of functions $\phi \equiv \phi_k \in X_n$, such that

$$
\phi_k(x) := \begin{cases}
\tilde{l}_n^{(n,k)}(x) & \text{if } x \in \bar{S}_k \\
\tilde{l}_0^{(n,k+1)}(x) & \text{if } x \in \bar{S}_{k+1} \\
0 & \text{elsewhere}
\end{cases}
$$

$1 \leq k \leq m - 1$.

The cumbersome construction of the corresponding $(nm - 1) \times (nm - 1)$ linear system is left to the reader. Since we are using Chebyshev nodes instead of Legendre nodes, we can apply the FFT (see section 4.3) in our computations. Besides, the proof of convergence follows from theorem 9.4.1 and by showing that the term $|\int f \phi dx - F_n(\phi)|$, where $\phi \in X_n$, tends to zero. Different polynomial degrees may be also considered in each domain.

We can use the same techniques introduced above when the approximating polynomials are represented in the frequency space. For example, the multidomain tau method is obtained by seeking $p_{n,k} = \sum_{j=0}^{n} c_{j,k} u_{j,k}$, $1 \leq k \leq m$, where $u_{j,k}(x) := u_j((2x - s_k - s_{k-1})/(s_k - s_{k-1}))$, $x \in \bar{S}_k$, $1 \leq k \leq m$, $j \in \mathbb{N}$, and the $u_j$'s are the classical orthogonal polynomials in $[-1, 1]$. Then, in analogy with (11.2.4)-(11.2.7), we require that

$$
(11.2.18) \quad -c_{j,k}^{(2)} = f_{j,k} \quad 1 \leq k \leq m,
$$

$$
(11.2.19) \quad \sum_{j=0}^{n} c_{j,k} u_{j,k}(s_k) = \sum_{j=0}^{n} c_{j,k+1} u_{j,k+1}(s_k) \quad 1 \leq k \leq m - 1,
$$

$$
(11.2.20) \quad \sum_{j=0}^{n} c_{j,k} u'_{j,k}(s_k) = \sum_{j=0}^{n} c_{j,k+1} u'_{j,k+1}(s_k) \quad 1 \leq k \leq m - 1,
$$

$$
(11.2.21) \quad \sum_{j=0}^{n} c_{j,1} u_{j,1}(s_0) = \sigma_1, \quad \sum_{j=0}^{n} c_{j,m} u_{j,m}(s_m) = \sigma_2.
$$
In (11.2.18), the $c_{j,k}^{(2)}$'s are the Fourier coefficients of the polynomial $p''_{n,k}$, which, thanks to the results of section 7.1, can be expressed in terms of the $c_{j,k}$'s. For any $1 \leq k \leq m$, the quantities $f_{j,k}$, $j \in \mathbb{N}$, are the Fourier coefficients of $f$ in $\tilde{S}_k$ with respect to $u_{j,k}$, $j \in \mathbb{N}$. In the Legendre case, (11.2.18)-(11.2.21) are equivalent to the variational problem (11.2.11), for a suitable right-hand side function $F$.

We finally note that the Legendre-Galerkin method is obtained by modifying the right-hand side of (11.2.11) by $F(\phi) := \int_I f \phi dx$, $\forall \phi \in \mathbb{X}_n$.

Of course, different discretizations can be used in each subdomain. An example of a problem defined in an unbounded domain, solved by coupling Legendre and Laguerre approximations, is presented in section 12.2. The coupling of finite element and spectral methods is considered in Bernardi, Maday and Sacchi-Landriani (1989) and Bernardi, Debit and Maday (1990).

First-order problems are approached in a similar way. For example, the differential equation (see also (9.1.3))

\[ (11.2.22) \begin{cases} U' + AU = f & \text{in } [s_0, s_m], \\ U(s_0) = \sigma, \end{cases} \]

can be written as

\[ (11.2.23) \begin{cases} U'_k + AU_k = f & \text{in } [s_{k-1}, s_k], \quad 1 \leq k \leq m - 1, \\ U'_m + AU_m = f & \text{in } [s_{m-1}, s_m], \\ U_k(s_k) = U_{k+1}(s_k) & 1 \leq k \leq m - 1, \\ U_1(s_0) = \sigma, \end{cases} \]

where $U_k$ is the restriction of $U$ to the set $[s_{k-1}, s_k]$, $1 \leq k \leq m$.

A multidomain collocation scheme is obtained by finding the polynomials $p_{n,k} \in \mathbb{P}_n$, $1 \leq k \leq m$, such that

\[ (p'_{n,k} + Ap_{n,k})(\theta_i^{(n,k)}) = f(\theta_i^{(n,k)}) \quad 1 \leq i \leq n - 1, \quad 1 \leq k \leq m - 1, \]

\[ (11.2.25) \quad (p'_{n,m} + Ap_{n,m})(\theta_i^{(n,m)}) = f(\theta_i^{(n,m)}) \quad 1 \leq i \leq n, \]
(11.2.26) \[ p_{n,k}(s_k) = p_{n,k+1}(s_k) \quad 1 \leq k \leq m - 1, \]

(11.2.27) \[ p_{n,1}(s_0) = \sigma. \]

Another approximation is obtained by replacing condition (11.2.26) by

(11.2.28) \[
\frac{1}{s_{k+1} - s_k} \left[ \left( s_k - s_{k-1} \right) \left( p_{n,k}' + Ap_{n,k} \right) + \left( s_{k+1} - s_k \right) \left( p_{n,k+1}' + Ap_{n,k+1} \right) \right] (s_k) \\
+ \gamma_k \left[ p_{n,k} - p_{n,k+1} \right] (s_k) = f(s_k) \quad 1 \leq k \leq m - 1,
\]

where \( \gamma_k, 1 \leq k \leq m, \) are suitable constants. We note that using (11.2.28) the global approximating function in \([s_0, s_m]\) is not continuous. Nevertheless, we still observe a spectral rate of convergence.

Conditions at the interface points for linear or nonlinear first-order time-dependent problems (see sections 10.3, 10.4 and 10.5) are considered for instance in PATERA (1984), KOPRIVA (1986), MACARAEG and STREETT (1986), CANUTO and QUARTERONI (1987), FU- NARO (1990b). Other time-dependent equations are examined in PAVONI (1988) and BRESSAN and PAVONI (1990). These techniques are under development and very little is known about the theory. Finally, the matching of equations having different orders in the different domains is examined in GASTALDI and QUARTERONI (1989).

11.3 Solution techniques

The matrices related to the numerical approximation of a differential problem by domain-decomposition can be partitioned into diagonal blocks, coupled through the conditions imposed at the interface points. The number of blocks and their size is arbitrary. Some authors are inclined to use many subdomains and low polynomial degrees. As in the finite element method, they achieve convergence to the exact solution by letting the
size of these domains tend to zero. This is the case of the $h$-$p$-version of the finite element method (see Babuška, Szabo and Katz (1981), Babuška and Suri (1987)). In contrast, the common practice in spectral methods is to use large domains and high polynomial degrees. Whether the first approach is better than the latter depends on the circumstances.

The use of domain-decomposition methods gives us the possibility of developing useful iterative algorithms by taking advantage of the structure of the matrices. At each iteration, the linear equations in the system are decoupled by blocks, which are solved independently. Of course, such a feature is particularly well adapted to computers with a parallel architecture. We illustrate the basic ideas with an example. We study the approximation $\pi_n$ of problem (11.2.1), given by the multidomain collocation scheme (11.2.4)-(11.2.7). We first introduce some notations. Let $y_k$, $0 \leq k \leq m$, be a set of real values with $y_0 := \sigma_1$ and $y_m := \sigma_2$. For any $1 \leq k \leq m$, we define the polynomial $q_{n,k} \in P_n$ satisfying the set of equations

\begin{equation}
\begin{aligned}
-q''_{n,k}(\theta^{(n,k)}_i) &= f(\theta^{(n,k)}_i) & 1 \leq i \leq n - 1, \\
q_{n,k}(s_{k-1}) &= y_{k-1}, & q_{n,k}(s_k) &= y_k.
\end{aligned}
\end{equation}

Next, we define the mapping $\Gamma : \mathbb{R}^{m-1} \rightarrow \mathbb{R}^{m-1}$, $\Gamma \equiv (\Gamma_1, \cdots, \Gamma_{m-1})$, whose components are given by

\begin{equation}
\Gamma_k(y_1, \cdots, y_{m-1}) := q'_{n,k}(s_k) - q'_{n,k+1}(s_k), \quad 1 \leq k \leq m - 1.
\end{equation}

It is clear that $\pi_n$ is characterized by the relation

\begin{equation}
\Gamma_k(\pi_n(s_1), \cdots, \pi_n(s_{m-1})) = 0, \quad 1 \leq k \leq m - 1.
\end{equation}

From the values $\pi_n(s_k)$, $1 \leq k \leq m - 1$, it is easy to recover the entire function $\pi_n$ by noting that $q_{n,k}$ in (11.3.1) coincides with $p_{n,k}$ when $y_{k-1} = \pi_n(s_{k-1})$ and $y_k = \pi_n(s_k)$. The problem is consequently reduced to finding the $m - 1$ zeroes of $\Gamma$. This can be done by an iterative procedure. Using an explicit method, at each step we solve in parallel $m - 1$ linear systems of dimension $(n + 1) \times (n + 1)$ corresponding to (11.3.1). This suggests to constructing once for all, for any $1 \leq k \leq m,$
an operator, that for any pair of input values \((y_{k-1}, y_k)\) in (11.3.1) provides the output values \((q'_{n,k}(s_{k-1}), q'_{n,k}(s_k))\). For \(f \equiv 0\), \(\sigma_1 = \sigma_2 = 0\), the mapping \(\Gamma\) is linear and corresponds to the Schur complement of the matrix associated with (11.2.4)-(11.2.7), with respect to the unknowns corresponding to the interface points (see DUFF, ERISMAN and REID(1986), p.60). Several iterative techniques are available for the numerical determination of the zeroes of \(\Gamma\). Convergence results in an abstract context are given in AGOSHKOV(1988). The conjugate gradient method, which is theoretically examined in the case of finite element multidomain approximations in BJØRSTAD and WIDLUND(1986), is studied in CHAN and GOOVAERTS(1989) for spectral Legendre approximations. We note that the rate of convergence of the method depends on the ratio between the maximum and the minimum size of the domains.

Variants of the algorithm proposed above have been analyzed recently. An iterative approach is obtained by alternating Dirichlet and Neumann boundary conditions in the solution of the problems in the different subdomains. The solution in a given domain, recovered by imposing Dirichlet (respectively Neumann) boundary conditions, provides the Neumann (respectively Dirichlet) data to be used in the contiguous domains. Although only half of the blocks can be simultaneously processed at any step, a speed up of the convergence is observed when using an appropriate relaxation scheme. The procedure has been investigated in ZANOLLI(1987), FUNARO, QUARTERONI and ZANOLLI(1988), and interpreted in QUARTERONI and SACCHI-LANDRIANI(1988) as a pre-conditioned iterative method for the Schur complement of the matrix corresponding to (11.2.4)-(11.2.7). Other results are provided in ZAMPIERI(1989). A similar algorithm for the discretization of first-order time-dependent differential problems is analyzed in QUARTERONI(1990).

The interest in applying domain-decomposition methods, for the solution of partial differential equations, has increased in recent years, together with the development of parallel computers. Therefore, many other sophisticated techniques have been experimented. The reader will find a collection of papers and references in CHAN, GLOWINSKI, PERIAUX and WIDLUND(1989) and CHAN, GLOWINSKI, PERIAUX and WIDLUND(1990).
11.4 Overlapping multidomain methods

To avoid complex situations and cumbersome notation, we confine ourselves to the case of two subdomains only. These are given by \( S_1 := ]s_0, s_2[ \) and \( S_2 := ]s_1, s_3[ \), where \( s_0 < s_1 < s_2 < s_3 \). The set \( S_1 \cap S_2 = ]s_1, s_2[ \neq \emptyset \) is the overlapping region. Let us consider problem (11.2.1)(\( m = 3 \)), which is equivalent to writing

\[
\begin{cases}
-U''_1 = f & \text{in } S_1, \\
U_1(s_0) = \sigma_1, & U_1(s_2) = U_2(s_2), \\
U_2(s_1) = U_1(s_1), & U_1(s_3) = \sigma_2,
\end{cases}
\]

where \( U_1 \) and \( U_2 \) are the restrictions of \( U \) to the intervals \( \tilde{S}_1 \) and \( \tilde{S}_2 \) respectively. The functions \( U_1 \) and \( U_2 \) coincide in \( S_1 \cap S_2 \).

With the intent of using the collocation method, in analogy with (11.2.3), we first define the collocation nodes

\[
\theta^{(n,k)}_j := \frac{1}{2} \left[ (s_{k+1} - s_{k-1}) \eta^{(n)}_j + s_{k+1} + s_{k-1} \right], \quad 0 \leq j \leq n, \quad 1 \leq k \leq 2.
\]

For any \( n \geq 2 \), we would now like to determine two polynomials \( p_{n,k} \in P_n, \ 1 \leq k \leq 2 \), such that

\[
\begin{cases}
-p''_{n,1}(\theta^{(n,1)}_i) = f(\theta^{(n,1)}_i) & 1 \leq i \leq n - 1, \\
p_{n,1}(s_0) = \sigma_0, & p_{n,1}(s_2) = p_{n,2}(s_2),
\end{cases}
\]

\[
\begin{cases}
-p''_{n,2}(\theta^{(n,2)}_i) = f(\theta^{(n,2)}_i) & 1 \leq i \leq n - 1, \\
p_{n,2}(s_1) = p_{n,1}(s_1), & p_{n,2}(s_3) = \sigma_2.
\end{cases}
\]

The value \( p_{n,1}(s_1) \) is obtained from the values \( p_{n,1}(\theta^{(n,1)}_i), \ 0 \leq i \leq n \), by interpolation (see formula (3.2.7)). The same argument holds for the value \( p_{n,2}(s_2) \). The first step is to show that \( \lim_{n \to +\infty} p_{n,k} = U_k \) in \( \tilde{S}_k, \ 1 \leq k \leq 2 \). This result is proven in CANUTO and FUNARO(1988) in the Legendre case for any choice of the \( s_k \)'s, and in the Chebyshev case when the size of the overlapping region is sufficiently large. Note
that, for any $n \geq 2$, the polynomials $p_{n,1}$ and $p_{n,2}$ do not coincide in $S_1 \cap S_2$. The construction of the linear system relative to (11.4.3)-(11.4.4), and the generalization to the case of more domains, is left to the reader.

Finally, as in the previous section, we suggest an iterative algorithm for the solution of the linear system corresponding to (11.4.3)-(11.4.4). For any $y \in \mathbb{R}$, we construct two polynomials $q_{n,k} \in P_n$, $1 \leq k \leq 2$, satisfying

$$
\begin{align*}
-q_{n,1}''(\theta_i^{(n,1)}) &= f(\theta_i^{(n,1)}) \quad 1 \leq i \leq n - 1, \\
q_{n,1}(s_0) &= \sigma_0, \quad q_{n,1}(s_2) = y,
\end{align*}
$$

(11.4.5)

$$
\begin{align*}
-q_{n,2}''(\theta_i^{(n,2)}) &= f(\theta_i^{(n,2)}) \quad 1 \leq i \leq n - 1, \\
q_{n,2}(s_1) &= q_{n,1}(s_1), \quad q_{n,2}(s_3) = \sigma_2.
\end{align*}
$$

(11.4.6)

Thus, we define the mapping $\Gamma : \mathbb{R} \rightarrow \mathbb{R}$ such that $\Gamma(y) := q_{n,2}(s_2)$. Therefore, $q_{n,k} \equiv p_{n,k}$ in $\tilde{S}_k$, $1 \leq k \leq 2$, if and only if $\Gamma(y) = y$. The aim is now to find the fixed point $y^*$ of the function $\Gamma$. This can be determined by the recursion formula $y_{m+1} = \Gamma(y_m)$, $m \in \mathbb{N}$, where $y_0$ is given. At any step, we have to solve the collocation problems (11.4.5) and (11.4.6). Such a procedure is known as the Schwarz alternating method (see SCHWARZ (1890), Vol.2). In CANUTO and FUNARO (1988), the authors prove that $\lim_{n \rightarrow +\infty} y_m = y^*$, for Legendre and Chebyshev approximations. In particular, in the Legendre case, we get the relation

$$
|y_m - y^*| \leq \frac{\kappa^m}{1 - \kappa} |y_1 - y_0| \quad m \in \mathbb{N}, \quad \kappa := \frac{(s_1 - s_0)(s_3 - s_2)}{(s_2 - s_0)(s_3 - s_1)}.
$$

(11.4.7)

Note that the parameter $\kappa < 1$ approaches 1 when the size of the overlapping region tends to zero.

A presentation of the Schwarz alternating method in a very general framework is given in DRYJA and WIDLUND (1990), where a unifying theory provides a link between overlapping and non-overlapping multidomain methods.
12
EXAMPLES

In this chapter, we show how to apply spectral methods to the approximation of four upgraded model problems, without pretending that our approach is competitive or improves upon other known numerical algorithms. No theoretical convergence analysis is provided for the schemes proposed here.

12.1 A free boundary problem

In our first example, given $T > 0$, we search for two functions $U : [-1, 1] \times [0, T] \rightarrow \mathbb{R}$, and $\Gamma : [0, T] \rightarrow [0, 1]$, coupled by the following set of equations:

\[(12.1.1) \quad \frac{\partial U}{\partial t}(x, t) = \frac{\partial^2 U}{\partial x^2}(x, t), \quad \forall x \in ]-1, \Gamma(t)[, \quad \forall t \in [0, T],\]

\[(12.1.2) \quad \frac{\partial U}{\partial x}(-1, t) = 0, \quad U(\Gamma(t), t) = 0, \quad \forall t \in [0, T],\]

\[(12.1.3) \quad U(x, t) = 0, \quad \forall x \in [\Gamma(t), 1], \quad \forall t \in [0, T],\]

\[(12.1.4) \quad U(x, 0) = -1, \quad \forall x \in [-1, 0[, \quad U(x, 0) = 0, \quad \forall x \in [0, 1],\]
\( \Gamma(0) = 0, \quad \lambda \Gamma'(t) = \frac{\partial U}{\partial x}(\Gamma(t), t), \quad \forall t \in [0, T]. \)

In (12.1.5), \( \lambda \) is a positive given constant.

Let us provide a physical interpretation. We assume that the segment \([-1, 1]\) represents a one-dimensional bar of some prescribed material. Initially, the interval \([-1, 0]\) is in the \textit{solid state}, while the interval \([0, 1]\) is in the \textit{liquid state}. After appropriate scaling, the function \( U \) represents the temperature of the bar, in such a way that \( U = 0 \) corresponds to the \textit{solidification temperature} of the liquid. Below this level the material changes its physical state. The initial configuration is expressed by conditions (12.1.4). Then, as the time passes, due to the lower temperature of the solid part, the liquid begins a solidification process and the boundary between the solid and the liquid regions is determined by the function \( \Gamma \). For any \( t \in [0, T] \), in the interval \( ]-1, \Gamma(t)[ \) the temperature is governed by the heat equation (12.1.1) (see also section 10.2). In the remaining portion of the bar, the temperature is assumed to be zero (condition (12.1.3)). Relations (12.1.2) are the boundary conditions of equation (12.1.1). In particular, at the endpoint \( x = -1 \) the \textit{heat flux} is set to zero. Thus, the bar is \textit{thermally insulated}, i.e., there is no heat transfer across that point. Finally, the differential relation in (12.1.5) describes the evolution of \( \Gamma \). This is known as the \textit{Stefan condition} and states that, for any \( t \in [0, T] \), the moving point \( \Gamma(t) \) has a velocity proportional to the heat flux at \( (\Gamma(t), t) \). The parameter \( \lambda \) is the \textit{Stefan constant} and it is proportional to the \textit{latent heat} of the material. For high values of \( \lambda \) solidification is slow, and vice versa. For simplicity, we do not take into account the effects of heat conduction inside the portion of liquid material.

According to the literature, (12.1.1)-(12.1.5) is a \textit{single-phase Stefan problem} and represents an example of \textit{free boundary problem} (see for instance FRIEDMAN (1959), RUBINSTEIN (1971), FASANO and PRIMICERIO (1972), ELLIOTT andOCKENDON (1982), HILL and DEWYNNE (1987), chapter 7). A theoretical analysis shows that \( U \) and \( \Gamma \) are uniquely determined and \( \Gamma \), as expected, is an increasing function.
In addition, one can deduce that

\[(12.1.6)\]

\[
\frac{d}{dt} \left( \lambda \Gamma(t) - \int_{-1}^{\Gamma(t)} U(x,t) \, dx \right) = \lambda \Gamma'(t) - \int_{-1}^{\Gamma(t)} \frac{\partial U}{\partial t}(x,t) \, dx - \Gamma'(t) U(\Gamma(t), t) = \frac{\partial U}{\partial x}(\Gamma(t), t) - \int_{-1}^{\Gamma(t)} \frac{\partial^2 U}{\partial x^2}(x,t) \, dx = \frac{\partial U}{\partial x}(-1,t) = 0, \quad \forall t \in [0,T].
\]

This shows that the quantity \( \lambda \Gamma(t) - \int_{-1}^{\Gamma(t)} U(x,t) \, dx \) is constant for \( t \in [0,T] \) (heat balance condition).

We now propose an approximation scheme. We use spectral methods for the space variable and finite-differences for the time variable. We divide the interval \([0, T]\) in \(m \geq 1\) parts of size \(h := 1/m\). Then, the function \( \Gamma \) is approximated at the points \(t_k := kh, \ 0 \leq k \leq m\), by some values \(\gamma_k \in \mathbb{R}, \ 0 \leq k \leq m\), to be determined later.

We assume that the \(\gamma_k\)'s are increasing and \(\gamma_0 = 0\). At the time \(t_k, \ 0 \leq k \leq m\), the function \(U\) is approximated in the interval \([-1, \gamma_k]\) by a polynomial \(p^{(k)}_n \in P_n\). On the other hand, according to (12.1.3), the approximating function is equal to zero in the interval \([\gamma_k, 1]\). The polynomial \(p^{(k)}_n, \ 0 \leq k \leq m\), is defined by its value at the \(n + 1\) points

\[(12.1.7)\]

\[
\theta_j^{(n,k)} := \frac{1}{2} \left( \eta_j^{(n)} + 1 \right) (1 + \gamma_k) - 1, \quad 0 \leq j \leq n, \quad 0 \leq k \leq m.
\]

Here, \(\eta_0^{(n)} = -1, \ \eta_n^{(n)} = 1\), and \(\eta_j^{(n)}, \ 1 \leq j \leq n - 1\), are the zeroes of the derivative of the Legendre polynomial of degree \(n\) (see section 3.1). In practice, the Legendre Gauss-Lobatto nodes are mapped to the interval \([-1, \gamma_k]\) (see (11.2.3)).

From (3.5.1) with \(w \equiv 1\), we get the quadrature formula

\[(12.1.8)\]

\[
\int_{-1}^{\gamma_k} p \, dx = \sum_{j=0}^{n} p(\theta_j^{(n,k)}) \tilde{w}_j^{(n,k)} \quad \forall p \in P_{2n-1}, \quad 0 \leq k \leq m,
\]
where the new weights are defined by \( \tilde{w}_j^{(n,k)} := \frac{1}{2}(1 + \gamma_k)w_j^{(n)} \), \( 0 \leq j \leq n, \ 0 \leq k \leq m \) (see (3.5.6)).

We are now ready to describe the algorithm. In view of (12.1.4), the first polynomial is determined by the relations

\[
(12.1.9) \quad p_n^{(0)}(\theta_j^{(n,0)}) := -1, \quad 0 \leq j \leq n - 1, \quad p_n^{(0)}(\theta_n^{(n,0)}) = 0.
\]

To proceed we need to establish the new position of the free boundary. Following (12.1.5) we define

\[
(12.1.10) \quad \gamma_{k+1} := \gamma_k + \frac{h}{\lambda} \left[ \frac{d}{dx} p_n^{(k)}(\gamma_k) \right] (\gamma_k), \quad 0 \leq k \leq m - 1.
\]

The next step is to adapt the polynomial \( p_n^{(k)} \) to the stretched interval \([-1, \gamma_{k+1}]\). To this purpose we define an auxiliary polynomial \( q_n^{(k)} \in P_n \) satisfying for \( 0 \leq j \leq n \)

\[
(12.1.11) \quad \begin{cases} 
q_n^{(k)}(\theta_j^{(n,k+1)}) = p_n^{(k)}(\theta_j^{(n,k+1)}) & \text{if } \theta_j^{(n,k+1)} \in [-1, \gamma_k], \\
q_n^{(k)}(\theta_j^{(n,k+1)}) = 0 & \text{if } \theta_j^{(n,k+1)} \in [\gamma_k, \gamma_{k+1}].
\end{cases}
\]

The computation of \( q_n^{(k)} \) can be done by interpolation. In fact, in analogy with (3.2.7), we write

\[
(12.1.12) \quad p_n^{(k)}(x) = \sum_{j=0}^{n} p_n^{(k)}(\theta_j^{(n,k)}) \tilde{l}_j^{(n,k)}(x), \quad \forall x \in [-1, \gamma_k],
\]

where \( \tilde{l}_j^{(n,k)} \in P_n \), \( 0 \leq j \leq n \), are the Lagrange polynomials with respect to the points \( \theta_i^{(n,k)} \), \( 0 \leq i \leq n \). It is an easy matter to check that (see also (11.2.16))

\[
(12.1.13) \quad \tilde{l}_j^{(n,k)}(x) = \tilde{l}_j^{(n)} \left( 2 \frac{x+1}{1+\gamma_k} - 1 \right), \quad \forall x \in [-1, \gamma_k].
\]

Thus, by virtue of (3.2.8) with \( \alpha = \beta = 0 \), we can determine the values of \( q_n^{(k)} \) at the points \( \theta_j^{(n,k+1)} \), \( 0 \leq j \leq n \).
Then, we construct the polynomial $p_n^{(k+1)}$ by discretizing the heat equation. Thus, we consider the set of equations

$$\begin{align*}
\begin{cases}
upper p_n^{(k+1)}(\theta_i^{(n,k+1)}) & = \left[q_n^{(k)} + h \frac{d^2}{dx^2} p_n^{(k+1)}\right] (\theta_i^{(n,k+1)}), \quad 1 \leq i \leq n, \\
upper p_n^{(k+1)}(-1) & = \left[q_n^{(k)} + h \frac{d^2}{dx^2} p_n^{(k+1)} + h[w_0^{(n,k+1)} - 1] \frac{d}{dx} p_n^{(k+1)}\right] (-1).
\end{cases}
\end{align*}$$

Equation (12.1.1) has been collocated at all the points $\theta_i^{(n,k+1)}$, $0 \leq i \leq n$, and for $i = 0$ we imposed the boundary condition as suggested in (9.4.23). This choice will allow us to obtain a discrete counterpart of relation (12.1.6).

Basically, we used the backward Euler method (see (10.6.5)). Hence, the scheme is implicit and $p_n^{(k+1)}$ is recovered by solving a linear system. To determine the corresponding matrix, we first note that, by (12.1.12) and (12.1.13), one has

$$\begin{align*}
\left[\frac{d}{dx} p_n^{(k+1)}\right] (\theta_i^{(n,k+1)}) & = \sum_{j=0}^{n} p_n^{(k+1)}(\theta_j^{(n,k+1)}) \left[\frac{d}{dx} \tilde{\theta}_j^{(n,k+1)}\right] (\theta_i^{(n,k+1)}) \\
& = \frac{2}{1 + \gamma_{k+1}} \sum_{j=1}^{n} \tilde{d}_{ij}^{(1)} p_n^{(k+1)}(\theta_j^{(n,k+1)}), \quad 0 \leq i \leq n,
\end{align*}$$

where we use the notations of section 7.2. Therefore, the matrix takes the form

$$I_n - \frac{4h}{(1 + \gamma_{k+1})^2} \tilde{D}_n^2 - \frac{2h}{\tilde{w}_0^{(n,k+1)}(1 + \gamma_{k+1})} \left[\begin{array}{ccc}
\tilde{d}_{00}^{(1)} & \cdots & \tilde{d}_{0n}^{(1)} \\
0 & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & 0
\end{array}\right],$$

where $I_n$ is the $(n + 1) \times (n + 1)$ identity matrix and $\tilde{D}_n^2$ is the second derivative matrix at the collocation points (see section 7.2).

Once we obtain $p_n^{(k+1)}$, we can finally update the value of the free boundary location in (12.1.10) with the help of (12.1.15) for $i = n$. 
Provided \( h \) is sufficiently small, this algorithm gives stable and consistent results. The restriction on \( h \) is severe \( (h \approx 1/n^4) \) due to the jump in the initial condition, but can be relaxed \( (h \approx 1/n^2) \) when the heat flux at the free boundary starts decreasing in magnitude.

Numerical results for \( T = 1, \lambda = 5, \; n = 6, \; h = 1/800 \), are now presented to illustrate the algorithm. The polynomials \( p_n^{(k)}, \; k = 2, 10, 100, 200, 400, 800 \), are plotted in figure 12.1.1. Some terms of the sequence \( \{\gamma_k\}_{0 \leq k \leq 800} \) are given in figure 12.1.2.

As predicted by asymptotic estimates we have \( \Gamma(t) \approx \sigma \sqrt{t} \), where \( \sigma > 0 \) is related to \( \lambda \). As the reader can see in figure 12.1.2, this behavior is maintained by the approximate free boundary.

We conclude by noting that a relation similar to (12.1.6) holds for the discretizing functions. Actually, using (12.1.8), we have
\[
\frac{d}{dt} \left( \lambda \Gamma(t) - \int_{-1}^{t} U(x,t) \, dx \right)_{t=t_k} \\
\approx \lambda \frac{\gamma_{k+1} - \gamma_k}{h} - \frac{1}{h} \int_{-1}^{\gamma_k} [p_n^{(k)} - q_n^{(k-1)}](x) \, dx \\
= \left[ \frac{d}{dx} p_n^{(k)} \right] (\gamma_k) - \frac{1}{h} \sum_{j=0}^{n} [p_n^{(k)} - q_n^{(k-1)}](\theta_j^{(n,k)}) \tilde{w}_j^{(n,k)} \\
= \left[ \frac{d}{dx} p_n^{(k)} \right] (\gamma_k) - \sum_{j=0}^{n} \left[ \frac{d^2}{dx^2} p_n^{(k)} \right] (\theta_j^{(n,k)}) \tilde{w}_j^{(n,k)} - \left[ \frac{d}{dx} p_n^{(k)} \right] (-1) = 0, \quad 1 \leq k \leq m - 1.
\]

A version of the scheme similar to the one proposed here has been tried for the two-phase Stefan problem in Rønquist and Patera (1987). Different discretizations with finite-differences for both the space and the time variable are compared in Furzeland (1980). For a survey of numerical methods for free boundary problems we refer the reader to Nochetto (1990).

12.2 An example in an unbounded domain

We study in this section the approximation of a second-order differential equation defined in \( I \equiv [0, +\infty[ \). Let \( f : I \to \mathbb{R} \) be a given function. We are concerned with finding the solution \( U : I \to \mathbb{R} \) to the problem

\[
\begin{cases}
-(e^x U'(x))' = f(x) & x \in I, \\
U(0) = 0, \quad \lim_{x \to +\infty} U(x) = 0.
\end{cases}
\]

We assume for example that \( f \) is such that the unique solution of (12.2.1) is \( U(x) = e^{-x} \sin \frac{\pi x}{1+x^2}, \quad x \in \bar{I}, \) which is shown in figure 12.2.1 for \( x \in [0, 4] \).
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Figure 12.2.1 - The function $U(x) = e^{-x} \sin \frac{7x}{1+x^2}$, $x \in [0, 4]$.

In our first experiment, we discretize the equation in a bounded subset of $I$, i.e., the interval $]0, 2[$. For any $n \geq 2$, we use the collocation method at the nodes $\tilde{\eta}^{(n)}_j := \eta^{(n)}_j + 1$, $0 \leq j \leq n$, obtained by shifting the Chebyshev Gauss-Lobatto points in $[-1, 1]$ (see (3.1.11)). Thus, we want to find a polynomial $p_n \in P_n$ such that

$$
\begin{align*}
-p''_n(\tilde{\eta}^{(n)}_i) - p'_n(\tilde{\eta}^{(n)}_i) &= \exp(-\tilde{\eta}^{(n)}_i) f(\tilde{\eta}^{(n)}_i), &1 \leq i \leq n - 1, \\
p_n(0) &= 0, &p_n(2) = 0.
\end{align*}
$$

(12.2.2)

To determine a unique solution of (12.2.2), we force the homogeneous Dirichlet boundary condition at the point $x = 2$. This condition is suggested by the behavior prescribed for $U$ at infinity. We note that $U(2) \approx -0.04533$, so that the limit $\lim_{n \to +\infty} p_n$ does not coincide with the function $U$. We examine for instance the approximation of the quantity $U''(0) = 7$. We give in table 12.2.1 the error $E_n := |U''(0) - p_n'(0)|$, $n \geq 2$, for different $n$. As expected $E_n$ does not decay to zero, but approaches a value of the same order of magnitude of the error $|U(2) - p_n(2)|$. Of course, we can improve on these results by increasing the size of the computational domain.
Another approach is to use Laguerre functions (see section 6.7) for obtaining a global approximation of $U$ in the whole domain $I$ (see section 9.5). It is recommended not to use high degree Laguerre polynomials, due to the effect of rounding errors in the computations. Thus, we adopt a non-overlapping multidomain method (see section 11.2). For any $n \geq 2$ and $m \geq 1$, we approximate the solution of (12.2.1) in $S_1 := ]0, 2[$ by a polynomial $p_n \in \mathbf{P}_n$, and in $S_2 := ]2, +\infty[$ by a Laguerre function $Q_m \in \mathbf{S}_{m-1}$.

At the interface point $x = 2$ we assume the continuity of the approximating function and its derivative. Then, we define the nodes $\tilde{\eta}^{(m)}_j := \eta^{(m)}_j + 2$, $0 \leq j \leq m - 1$, where $\eta^{(m)}_0 := 0$ and $\eta^{(m)}_j$, $1 \leq j \leq m - 1$, are the zeroes of $\frac{d}{dx} L_\alpha^{(m)}$ for $\alpha = 0$. The following collocation scheme is considered:

\begin{equation}
\begin{aligned}
&-p''_n(\tilde{\eta}^{(n)}_i) - p'_n(\tilde{\eta}^{(n)}_i) = \exp(-\tilde{\eta}^{(n)}_i) f(\tilde{\eta}^{(n)}_i), \quad 1 \leq i \leq n - 1, \\
&p_n(0) = 0, \quad p_n(2) = Q_m(2), \quad p'_n(2) = Q'_m(2), \\
&-Q''_m(\tilde{\eta}^{(m)}_i) - Q'_m(\tilde{\eta}^{(m)}_i) = \exp(-\tilde{\eta}^{(m)}_i) f(\tilde{\eta}^{(m)}_i), \quad 1 \leq i \leq m - 1.
\end{aligned}
\end{equation}

The substitution $q_m(x) := Q_m(x)e^{x - 2}, \forall x \in S_2$, leads to $q_m \in \mathbf{P}_{m-1}$, and (12.2.3) becomes

\begin{equation}
\begin{aligned}
&-p''_n(\tilde{\eta}^{(n)}_i) - p'_n(\tilde{\eta}^{(n)}_i) = \exp(-\tilde{\eta}^{(n)}_i) f(\tilde{\eta}^{(n)}_i), \quad 1 \leq i \leq n - 1, \\
&p_n(0) = 0, \quad p_n(2) = Q_m(2), \quad p'_n(2) = q'_m(2) - q_m(2), \\
&-q''_m(\tilde{\eta}^{(m)}_i) - q'_m(\tilde{\eta}^{(m)}_i) = e^{-2} f(\tilde{\eta}^{(m)}_i), \quad 1 \leq i \leq m - 1.
\end{aligned}
\end{equation}
Now the error $E_{n,m} := |U'(0) - p'_n(0)|$, depends also on the discretization parameter $m$. One can prove that $\lim_{n,m \to +\infty} E_{n,m} = 0$. We give in table 12.2.2 some computed values. As the reader will note, with nearly the same number of collocation nodes as the previous algorithm, one may obtain better results.

<table>
<thead>
<tr>
<th>$n$</th>
<th>$E_{n,3}$</th>
<th>$E_{n,4}$</th>
<th>$E_{n,5}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>.087622</td>
<td>.115119</td>
<td>.126074</td>
</tr>
<tr>
<td>12</td>
<td>.057295</td>
<td>.029799</td>
<td>.018844</td>
</tr>
<tr>
<td>16</td>
<td>.031526</td>
<td>.004030</td>
<td>.006925</td>
</tr>
</tbody>
</table>

Table 12.2.2 - Errors for the approximation of problem (12.2.1) by the scheme (12.2.4).

12.3 The nonlinear Schrödinger equation

Many phenomena in plasma physics, quantum physics and optics are described by the nonlinear Schrödinger equation, which is introduced for instance in TRULLINGER, ZAKHAROV and POKROVSKY(1986). After dimensional scaling the equation takes the form

$$i \frac{\partial U}{\partial t}(x,t) + \zeta \frac{\partial^2 U}{\partial x^2}(x,t) + \epsilon |U(x,t)|^2 U(x,t) = 0 \quad x \in I, \; t \in [0,T],$$

where $i = \sqrt{-1}$ is the complex unity, $\zeta > 0$ is proportional to the so called dispersion parameter, $\epsilon \in \mathbb{R}$ and $T > 0$. The unknown $U : I \times [0,T] \to \mathbb{C}$ is a function assuming complex values. Generally we have $I \equiv \mathbb{R}$ and $U$ is required to decay to zero at infinity. For simplicity, we take $I = ]-1,1[$ and impose the homogeneous boundary...
conditions $U(\pm 1, t) = 0$, $t \in [0, T]$. Finally, an initial condition $U(x, t) = U_0(x), x \in \bar{I}$, is provided. A conservation property is immediately obtained by noting that

$$\frac{d}{dt} \int_I |U|^2(x, t) \, dx = \int_I \left( U \frac{\partial U}{\partial t} + \bar{U} \frac{\partial \bar{U}}{\partial t} \right)(x, t) \, dx$$

$$= i \int_I \left( \zeta U \frac{\partial^2 \bar{U}}{\partial x^2} + \epsilon |U|^4 - \zeta \bar{U} \frac{\partial^2 U}{\partial x^2} - \epsilon |U|^4 \right)(x, t) \, dx = 0, \quad \forall t \in [0, T],$$

where the upper bar denotes the complex conjugate and we used integration by parts. This means that the quantity $\int_I |U|^2(x, t) \, dx$ is constant with respect to $t$. Another quantity which does not vary with respect to $t$ is $\int_I \left( \zeta |U|^2 - \frac{\epsilon}{2} |U|^4 \right)(x, t) \, dx$.

We denote by $V$ and $W$ the real and imaginary parts of $U$ respectively, hence $U = V + iW$. Thus, we rewrite (12.3.1) as a system

$$\begin{cases}
-\frac{\partial W}{\partial t}(x, t) = -\zeta \frac{\partial^2 V}{\partial x^2}(x, t) - \epsilon |U(x, t)|^2 V(x, t) \\
\frac{\partial V}{\partial t}(x, t) = -\zeta \frac{\partial^2 W}{\partial x^2}(x, t) - \epsilon |U(x, t)|^2 W(x, t)
\end{cases}$$

$x \in I$, $t \in [0, T]$,

with

$$V(\pm 1, t) = W(\pm 1, t) = 0, \quad t \in [0, T].$$

The initial conditions are $V(x, 0) = V_0(x)$, $W(x, 0) = W_0(x), x \in \bar{I}$, $U_0 = V_0 + iW_0$.

For the approximation we use the collocation method based on the Legendre Gauss-Lobatto points for the variable $x$, and an implicit finite-difference scheme for the variable $t$ (see section 10.6). The initial polynomials in $P^0_n$, $n \geq 2$ (see (6.4.11)) are such that $p_n^{(0)} := \bar{I}_{w,n} V_0$ and $q_n^{(0)} := \bar{I}_{w,n} W_0$, where the interpolation operator is defined in section 3.3 ($w \equiv 1$). We subdivide the interval $[0, T]$ in $m \geq 1$ equal parts of size $h := T/m$. The successive polynomials $p_n^{(k)}$, $q_n^{(k)} \in P^0_n$, $1 \leq k \leq m$, are determined at the nodes $\eta_i^{(n)}$, $1 \leq i \leq n - 1$, by the formulas
approach is to construct a sequence of vectors according to the prescription

\[
\begin{align*}
- \frac{q^{(k)}_n - q^{(k-1)}_n}{h} &= -\frac{\zeta}{2} [p^{(k)}_n + p^{(k-1)}_n]'' - \frac{\epsilon}{4} [\Theta^{(k)}_n + \Theta^{(k-1)}_n][p^{(k)}_n + p^{(k-1)}_n] \\
\frac{p^{(k)}_n - p^{(k-1)}_n}{h} &= -\frac{\zeta}{2} [q^{(k)}_n + q^{(k-1)}_n]'' - \frac{\epsilon}{4} [\Theta^{(k)}_n + \Theta^{(k-1)}_n][q^{(k)}_n + q^{(k-1)}_n]
\end{align*}
\]

(12.3.5)

where \( \Theta^{(k)}_n := [p^{(k)}_n]^2 + [q^{(k)}_n]^2 \), \( 0 \leq k \leq m \). The polynomials \( p^{(m)}_n \) and \( q^{(m)}_n \) are expected to be the approximations of \( V(\cdot,T) \) and \( W(\cdot,T) \) respectively. Using the notations of section 9.9, (12.3.5) is equivalent to

\[
\begin{align*}
\left[ \begin{array}{cc} M_n & \mu I_n \\ -\mu I_n & M_n \end{array} \right] \left[ \begin{array}{c} \hat{p}^{(k)}_n \\ \hat{q}^{(k)}_n \end{array} \right] &= - \left[ \begin{array}{cc} M_n & -\mu I_n \\ \mu I_n & M_n \end{array} \right] \left[ \begin{array}{c} \hat{p}^{(k-1)}_n \\ \hat{q}^{(k-1)}_n \end{array} \right] \\
+ \frac{\epsilon}{2\zeta} \left[ \begin{array}{cc} \Delta^{(k)}_n & 0 \\ 0 & \Delta^{(k)}_n \end{array} \right] \left[ \begin{array}{c} \hat{p}^{(k)}_n + \hat{p}^{(k-1)}_n \\ \hat{q}^{(k)}_n + \hat{q}^{(k-1)}_n \end{array} \right] & \quad 1 \leq k \leq m,
\end{align*}
\]

(12.3.6)

where \( \Delta^{(k)}_n := \text{diag}\{ (\Theta^{(k)}_n + \Theta^{(k-1)}_n)(\eta^{(n)}_1), \ldots, (\Theta^{(k)}_n + \Theta^{(k-1)}_n)(\eta^{(n)}_{n-1}) \} \) and \( \mu := 2/\zeta h \).

The inverse of the matrix on the left-hand side of (12.3.6) can be evaluated once and for all with the help of (9.9.4).

For any \( 1 \leq k \leq m \), we can solve the nonlinear equation (12.3.6) iteratively. One approach is to construct a sequence of vectors according to the prescription

\[
\begin{align*}
\left[ \begin{array}{c} \hat{p}^{(k,j)}_n \\ \hat{q}^{(k,j)}_n \end{array} \right] &= \left[ \begin{array}{cc} M_n & \mu I_n \\ -\mu I_n & M_n \end{array} \right]^{-1} \left\{ \left[ \begin{array}{cc} M_n & -\mu I_n \\ \mu I_n & M_n \end{array} \right] \left[ \begin{array}{c} \hat{p}^{(k-1)}_n \\ \hat{q}^{(k-1)}_n \end{array} \right] \\
+ \frac{\epsilon}{2\zeta} \left[ \begin{array}{cc} \Delta^{(k,j-1)}_n & 0 \\ 0 & \Delta^{(k,j-1)}_n \end{array} \right] \left[ \begin{array}{c} \hat{p}^{(k,j-1)}_n + \hat{p}^{(k-1)}_n \\ \hat{q}^{(k,j-1)}_n + \hat{q}^{(k-1)}_n \end{array} \right] \right\} & \quad j \geq 1,
\end{align*}
\]

(12.3.7)

where \( \Delta^{(k,j)}_n := \text{diag}\{ (\Theta^{(k,j)}_n + \Theta^{(k-1)}_n)(\eta^{(n)}_1), \ldots, (\Theta^{(k,j)}_n + \Theta^{(k-1)}_n)(\eta^{(n)}_{n-1}) \} \) with \( \Theta^{(k,j)}_n := [p^{(k,j)}_n]^2 + [q^{(k,j)}_n]^2 \), \( j \in \mathbb{N} \), and \( \hat{p}^{(k,0)}_n := \hat{p}^{(k-1)}_n \), \( \hat{q}^{(k,0)}_n := \hat{q}^{(k-1)}_n \).
Therefore, one obtains

\[
\lim_{j \to +\infty} \begin{bmatrix}
\hat{p}_{n}^{(k,j)} \\
\hat{q}_{n}^{(k,j)}
\end{bmatrix} = \begin{bmatrix}
\hat{p}_{n}^{(k)} \\
\hat{q}_{n}^{(k)}
\end{bmatrix}, \quad 1 \leq k \leq m.
\]

The scheme considered here was suggested in DELFOUR, FORTIN and PAYRE (1981) for finite-difference approximations. It is second-order accurate, i.e., the error in the variable \( t \) decays as \( h^2 \). In addition, it preserves certain physical quantities. For example, using formula (3.5.1) for \( w \equiv 1 \), we can prove the discrete counterpart of (12.3.2), i.e., that the sum \( \sum_{i=0}^{n} \Theta_{n}^{(k)}(\eta_{i}^{(n)}) \tilde{w}_{i}^{(n)} \) does not change with \( k \).

Figure 12.3.1 - Evolution of an approximate solution of equation (12.3.1).
We give results from a numerical experiment corresponding to the following data: \( \zeta = 1, \ \epsilon = 200, \ T = .32, \ n = 40, \ m = 64. \) The initial guess is \( U_0(x) := \exp(i\pi x)/\cosh(\sqrt{\epsilon \xi}x), \ x \in I, \ U_0(\pm1) = 0. \) The function \( \sqrt{\Theta^{(k)}}, \) plotted in figure 12.3.1 for \( k = 0, 8, 16, 24, 32, 40, 48, 56, 64, \) approximates a travelling soliton.

Approximations of the nonlinear Schrödinger equation in \( \mathbb{R}, \) by a non-overlapping multidomain method using Laguerre functions as in the previous section, are presented in de Veronico(1991), and de Veronico, Funaro and Reali(1991).

12.4 Zeroes of Bessel functions

Bessel functions frequently arise when solving boundary-value partial differential equations by the method of separation of variables. For the sake of simplicity, we only consider Bessel functions \( J_k \) with a positive integer index \( k \geq 1. \) These are determined, up to a multiplicative constant, by the Sturm-Liouville problem (see section 1.1):

\[
\begin{align*}
-(x \ J'_k(x))' & - \left( x - \frac{k^2}{x} \right) J_k(x) = 0, \quad x > 0, \\
J_k(0) & = 0.
\end{align*}
\]

Many properties are known for this family of functions (they can be found, for example, in Watson(1966)). In particular, we have \( |J_k(x)| \leq 1/\sqrt{2}, \ k \geq 1, \ x > 0. \)

An interesting issue is to evaluate the zeroes of Bessel functions. It turns out that \( J_k, \ k \geq 1, \) has an infinite sequence of positive real zeroes \( z_j^{(k)}, \ j \geq 1, \) that we assume to be in increasing order. We describe here one of the techniques available for the computation of the \( z_j^{(k)} \)'s. We take for instance \( k = 1. \) For \( \lambda > 0, \) we define \( U(x) := J_1(\sqrt{\lambda}x), \ x > 0. \) After substitution in (12.4.1), we find the differential equation

\[
\begin{align*}
- U''(x) & - \frac{1}{x} U'(x) + \frac{1}{x^2} U(x) = \lambda U(x), \quad x > 0, \\
U(0) & = 0.
\end{align*}
\]
By imposing the condition $U(1) = 0$, it is possible to show that the eigenvalue problem (12.4.2) has a countable number of positive real eigenvalues $\lambda_m$, $m \geq 1$. Therefore, it is clear that $z_j^{(1)} = \sqrt{\lambda_j}$, $j \geq 1$. Our goal is to find an approximation to these eigenvalues. According to the results of section 8.6, for $n \geq 2$, we discretize (12.4.2) by the eigenvalue problem

$$
\begin{cases}
-p_n''(\tilde{\eta}_i^{(n)}) - \left[\tilde{\eta}_i^{(n)}\right]^{-1}p_n'(\tilde{\eta}_i^{(n)}) \\
+ \left[\tilde{\eta}_i^{(n)}\right]^{-2}p_{n,m}(\tilde{\eta}_i^{(n)}) = \lambda_{n,m} p_{n,m}(\tilde{\eta}_i^{(n)}) & 1 \leq i \leq n-1,
\end{cases}
$$

(12.4.3)

$$
p_{n,m}(0) = \lambda_{n,m} p_{n,m}(0), \quad p_{n,m}(1) = \lambda_{n,m} p_{n,m}(1),
$$

where $p_{n,m} \in P_n$, $0 \leq m \leq n$, and the collocation points are recovered from the Chebyshev Gauss-Lobatto nodes by setting $\tilde{\eta}_i^{(n)} := \frac{1}{2}(\eta_i^{(n)} + 1)$, $0 \leq i \leq n$ (see (3.1.11)). The $(n + 1) \times (n + 1)$ matrix relative to (12.4.3) can be written in the standard way (see chapter seven). Two of the corresponding $n + 1$ eigenvalues $\lambda_{n,m}$, $0 \leq m \leq n$, are equal to 1 (say $\lambda_{n,0} = \lambda_{n,n} = 1$). The others approach the exact eigenvalues $\lambda_m$, $m \geq 1$. In table 12.4.1, we report the zeroes $z_m^{(1)}$ and the computed eigenvalues for $1 \leq m \leq 5$ (the first five zeroes of $J_1$ are tabulated in Luke(1969), Vol.2, p.233).

In figure 12.4.1, we plot $J_1$ in the window $[0, 18] \times [-1, 1]$. An approximation of the zeroes of $J_k$, $k \geq 2$, is obtained with the same arguments.

<table>
<thead>
<tr>
<th>$m$</th>
<th>$z_m^{(1)}$</th>
<th>$\sqrt{\lambda_{8,m}}$</th>
<th>$\sqrt{\lambda_{12,m}}$</th>
<th>$\sqrt{\lambda_{16,m}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3.831705970207</td>
<td>3.831705650608</td>
<td>3.831705970207</td>
<td>3.831705970207</td>
</tr>
<tr>
<td>2</td>
<td>7.015586669815</td>
<td>7.015773798574</td>
<td>7.015586712768</td>
<td>7.015586669820</td>
</tr>
<tr>
<td>3</td>
<td>10.17346813506</td>
<td>10.16416616370</td>
<td>10.17347111164</td>
<td>10.17346813668</td>
</tr>
<tr>
<td>4</td>
<td>13.32369193631</td>
<td>13.50667201292</td>
<td>13.32368681006</td>
<td>13.32369172635</td>
</tr>
<tr>
<td>5</td>
<td>16.47063005087</td>
<td>15.87375296304</td>
<td>16.4631800444</td>
<td>16.47062464105</td>
</tr>
</tbody>
</table>

Table 12.4.1 - Approximation of the zeroes of $J_1$. 

The proof of the orthogonality relation (which somehow justifies the interest for the Bessel zeroes):

\[ \int_0^1 x J_k(z_i^{(k)} x) J_k(z_j^{(k)} x) \, dx = 0, \quad \text{if } i \neq j, \quad k \geq 1, \]

is left to the reader.
13
AN EXAMPLE
IN TWO DIMENSIONS

To illustrate the construction of polynomial approximations of the solution of a partial
differential equation, we examine a simple boundary-value problem in two dimensions.

13.1 Poisson’s equation

Let \( \Omega \) be the open square \([-1,1] \times [-1,1]\) in \( \mathbb{R}^2 \). We denote by \( \partial \Omega \) the boundary of \( \Omega \). Given the function \( f : \Omega \to \mathbb{R} \), we want to find the solution \( U : \bar{\Omega} \to \mathbb{R} \) of the boundary-value problem

\[
\begin{cases}
-\Delta U := -\left( \frac{\partial^2 U}{\partial x^2} + \frac{\partial^2 U}{\partial y^2} \right) = f & \text{in } \Omega, \\
U \equiv 0 & \text{on } \partial \Omega,
\end{cases}
\]

(13.1.1)

The partial differential equation in (13.1.1) is known as Poisson’s equation. The symbol \( \Delta \) is called the Laplace operator. There are many applications of equation (13.1.1) in the field of physics. For example, if \( \Omega \) is a plane region of dielectric material surrounded by a grounded conductor, and \( f \) is the charge density in \( \Omega \), then the solution \( U \) of (13.1.1) is proportional to the electrostatic potential on \( \Omega \).
Numerous theoretical results pertaining to (13.1.1) are available. For a preliminary introduction, we mention for instance COURANT and HILBERT (1953), SNEDDON (1957), SOBOLEV (1964), WEINBERGER (1965). Here, we only state the following theorem.

**Theorem 13.1.1** - Let $f$ be a continuous function in $\Omega$ satisfying $\int_{\Omega} f^2 dx dy < +\infty$, then there exists a unique solution $U \in C^0(\bar{\Omega}) \cap C^1(\Omega)$ of (13.1.1).

The aim of the following sections is to suggest a technique for approximating the solution of Poisson’s equation by means of algebraic polynomials in two variables.

### 13.2 Approximation by the collocation method

In the following, for any $n \in \mathbb{N}$, $P_n^*$ denotes the space of polynomials in two variables which degree is less or equal to $n$ for each variable. Thus, the dimension of the linear space $P_n^*$ is $(n+1)^2$. For $n \geq 2$, we also define

\begin{equation}
(13.2.1) \quad P_{n}^{*,0} := \left\{ p \in P_{n}^* \mid p \equiv 0 \text{ on } \partial \Omega \right\}.
\end{equation}

The dimension of $P_{n}^{*,0}$ is $(n-1)^2$.

We analyze the approximation of problem (13.1.1) by the collocation method. For any $n \geq 2$, let $\eta_{j}^{(n)}$, $0 \leq j \leq n$, be the nodes in $[-1,1]$ associated to the Jacobi Gauss-Lobatto formula (3.5.1). Then, in $\bar{\Omega}$ we consider the set of points $\mathcal{N}_n := \bigcup_{0 \leq i \leq n} \{ (\eta_{i}^{(n)}, \eta_{j}^{(n)}) \}$. These nodes are displayed in figure 13.2.1 for $n = 8$ in the case $\alpha = \beta = -\frac{1}{2}$. We note that, if a polynomial in $P_n^*$ vanishes on $\mathcal{N}_n \cap \partial \Omega$, then it belongs to $P_{n}^{*,0}$. Moreover, any polynomial in $P_{n}^{*,0}$ is uniquely determined by the values attained at the points in $\mathcal{N}_n \cap \Omega$. 
Thus, we are concerned with finding a polynomial \( p_n \in P^{*,0}_n \) such that
\[
-\Delta p_n(\eta_i^{(n)}, \eta_j^{(n)}) = f(\eta_i^{(n)}, \eta_j^{(n)}), \quad 1 \leq i \leq n-1, \ 1 \leq j \leq n-1.
\]

The above set of equations is equivalent to a \((n-1)^2 \times (n-1)^2\) linear system. We examine for simplicity the case \( n = 4 \), although the generalization to other values of \( n \) is straightforward. Let us define the vectors
\[
\vec{p}_n \equiv \left( p_n(\eta_1^{(n)}, \eta_1^{(n)}), p_n(\eta_2^{(n)}, \eta_1^{(n)}), p_n(\eta_3^{(n)}, \eta_1^{(n)}), p_n(\eta_4^{(n)}, \eta_1^{(n)}), p_n(\eta_1^{(n)}, \eta_2^{(n)}), p_n(\eta_2^{(n)}, \eta_2^{(n)}), p_n(\eta_3^{(n)}, \eta_2^{(n)}), p_n(\eta_4^{(n)}, \eta_2^{(n)}), p_n(\eta_1^{(n)}, \eta_3^{(n)}), p_n(\eta_2^{(n)}, \eta_3^{(n)}), p_n(\eta_3^{(n)}, \eta_3^{(n)}), p_n(\eta_4^{(n)}, \eta_3^{(n)}) \right),
\]
\[
\vec{f}_n \equiv \left( f(\eta_1^{(n)}, \eta_1^{(n)}), f(\eta_2^{(n)}, \eta_1^{(n)}), f(\eta_3^{(n)}, \eta_1^{(n)}), f(\eta_4^{(n)}, \eta_1^{(n)}), f(\eta_1^{(n)}, \eta_2^{(n)}), f(\eta_2^{(n)}, \eta_2^{(n)}), f(\eta_3^{(n)}, \eta_2^{(n)}), f(\eta_4^{(n)}, \eta_2^{(n)}), f(\eta_1^{(n)}, \eta_3^{(n)}), f(\eta_2^{(n)}, \eta_3^{(n)}), f(\eta_3^{(n)}, \eta_3^{(n)}), f(\eta_4^{(n)}, \eta_3^{(n)}) \right).
\]
Then, we can write

(13.2.3) \[-D_n^* \tilde{p}_n = \tilde{f}_n,\]

where, according to the notations of section 7.2, the matrix \(D_n^*\) for \(n = 4\) turns out to be

\[
\begin{bmatrix}
2\tilde{d}^{(2)}_{11} & \tilde{d}^{(2)}_{12} & \tilde{d}^{(2)}_{13} & \tilde{d}^{(2)}_{12} & 0 & 0 & \tilde{d}^{(2)}_{13} & 0 & 0 \\
\tilde{d}^{(2)}_{21} & \tilde{d}^{(2)}_{31} & \tilde{d}^{(2)}_{21} + \tilde{d}^{(2)}_{22} & \tilde{d}^{(2)}_{23} & 0 & \tilde{d}^{(2)}_{12} & 0 & 0 & \tilde{d}^{(2)}_{13} \\
\tilde{d}^{(2)}_{31} & \tilde{d}^{(2)}_{32} & \tilde{d}^{(2)}_{31} + \tilde{d}^{(2)}_{32} & \tilde{d}^{(2)}_{12} & 0 & 0 & \tilde{d}^{(2)}_{13} & 0 & 0 \\
0 & \tilde{d}^{(2)}_{21} & 0 & \tilde{d}^{(2)}_{21} & 2\tilde{d}^{(2)}_{22} & \tilde{d}^{(2)}_{23} & 0 & \tilde{d}^{(2)}_{23} & 0 \\
0 & 0 & \tilde{d}^{(2)}_{31} & \tilde{d}^{(2)}_{32} & \tilde{d}^{(2)}_{31} & \tilde{d}^{(2)}_{32} + \tilde{d}^{(2)}_{33} & 0 & 0 & \tilde{d}^{(2)}_{23} \\
\tilde{d}^{(2)}_{31} & 0 & 0 & \tilde{d}^{(2)}_{32} & 0 & 0 & \tilde{d}^{(2)}_{21} + \tilde{d}^{(2)}_{31} & \tilde{d}^{(2)}_{12} & \tilde{d}^{(2)}_{13} \\
0 & \tilde{d}^{(2)}_{31} & 0 & 0 & \tilde{d}^{(2)}_{32} & 0 & \tilde{d}^{(2)}_{21} & \tilde{d}^{(2)}_{22} + \tilde{d}^{(2)}_{33} & \tilde{d}^{(2)}_{23} \\
0 & 0 & \tilde{d}^{(2)}_{31} & 0 & 0 & \tilde{d}^{(2)}_{32} & 0 & \tilde{d}^{(2)}_{31} & \tilde{d}^{(2)}_{32} & 2\tilde{d}^{(2)}_{33}
\end{bmatrix}
\]

Such a matrix can be decomposed as \(D_n^* = A_n + K_n A_n K_n\), where \(A_n\) \((n = 4)\) is the block diagonal matrix

(13.2.4) \[A_n := \begin{bmatrix} \hat{A}_n & 0 & 0 \\ 0 & \hat{A}_n & 0 \\ 0 & 0 & \hat{A}_n \end{bmatrix}, \quad \text{with} \quad \hat{A}_n := \begin{bmatrix} \tilde{d}^{(2)}_{11} & \tilde{d}^{(2)}_{12} & \tilde{d}^{(2)}_{13} \\ \tilde{d}^{(2)}_{21} & \tilde{d}^{(2)}_{22} & \tilde{d}^{(2)}_{23} \\ \tilde{d}^{(2)}_{31} & \tilde{d}^{(2)}_{32} & \tilde{d}^{(2)}_{33} \end{bmatrix}, \]

and \(K_n\) \((n = 4)\) is the permutation matrix (note that \(K_n = K_n^{-1}\)).
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(13.2.5) \( K_n := 
\begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
\end{bmatrix} \).  

Actually, for any \( 1 \leq i \leq n - 1 \) and \( 1 \leq j \leq n - 1 \), the transformation associated with \( K_n \) maps the point \((\eta_i^{(n)}, \eta_j^{(n)})\) into the point \((\eta_j^{(n)}, \eta_i^{(n)})\). Therefore, the matrix-vector multiplication \( \overline{p}_n \rightarrow A_n \overline{p}_n \) is equivalent to performing \( n - 1 \) second-order partial derivatives with respect to the variable \( x \), and the multiplication \( \overline{p}_n \rightarrow K_n A_n K_n \overline{p}_n \) corresponds to \( n - 1 \) second-order partial derivatives with respect to the variable \( y \). The sum of the two contributions gives a discretization of the Laplace operator.

We observe that, in the construction of the matrix \( D_n^* \), we implicitly assumed that the unknown polynomial \( p_n \) vanishes on \( \partial \Omega \). This condition is obtained by eliminating all the entries corresponding to the boundary nodes. The same trick was applied in (7.4.11) for \( n = 3 \) in the one-dimensional case.

A theoretical analysis of the convergence of \( p_n \) to \( U \) as \( n \rightarrow +\infty \) can be developed. We outline the proof in the Legendre case (\( \alpha = \beta = 0 \)). We start by recasting (13.1.1) in a weak form (see section 9.3), which is obtained by multiplying the differential equation by a test function \( \phi \) such that \( \phi \equiv 0 \) on \( \partial \Omega \), and integrating on \( \Omega \). With the help of Green’s formula one gets

(13.2.6) \( \int_\Omega \left[ \frac{\partial U}{\partial x} \frac{\partial \phi}{\partial x} + \frac{\partial U}{\partial y} \frac{\partial \phi}{\partial y} \right] dx dy = \int_\Omega f \phi \, dx dy =: F(\phi) \).

Similarly, problem (13.2.2) can be formulated in a variational setting. In fact, by formula (3.5.1) with \( w \equiv 1 \), integration by parts yields
\begin{align}
(13.2.7) \quad & \sum_{i=0}^{n} \sum_{j=0}^{n} \left[ \frac{\partial p_n}{\partial x} \frac{\partial \phi}{\partial x} + \frac{\partial p_n}{\partial y} \frac{\partial \phi}{\partial y} \right] (\eta_i^{(n)}, \eta_j^{(n)}) \tilde{w}_i^{(n)} \tilde{w}_j^{(n)} \\
& = \sum_{j=0}^{n} \left( \int_{-1}^{1} \frac{\partial p_n}{\partial x} \frac{\partial \phi}{\partial x} (x, \eta_j^{(n)}) \, dx \right) \tilde{w}_j^{(n)} + \sum_{i=0}^{n} \left( \int_{-1}^{1} \frac{\partial p_n}{\partial y} \frac{\partial \phi}{\partial y} (\eta_i^{(n)}, y) \, dy \right) \tilde{w}_i^{(n)} \\
& = - \sum_{j=0}^{n} \left( \int_{-1}^{1} \frac{\partial^2 p_n}{\partial x^2} \phi (x, \eta_j^{(n)}) \, dx \right) \tilde{w}_j^{(n)} - \sum_{i=0}^{n} \left( \int_{-1}^{1} \frac{\partial^2 p_n}{\partial y^2} \phi (\eta_i^{(n)}, y) \, dy \right) \tilde{w}_i^{(n)} \\
& = - \sum_{i=0}^{n} \left[ \Delta p_n \phi \right] (\eta_i^{(n)}, \eta_j^{(n)}) \tilde{w}_i^{(n)} \tilde{w}_j^{(n)} \\
& = \sum_{i=0}^{n} \sum_{j=0}^{n} [f \phi](\eta_i^{(n)}, \eta_j^{(n)}) \tilde{w}_i^{(n)} \tilde{w}_j^{(n)} =: F_n(\phi), \quad \forall \phi \in P_n^{*,0}.
\end{align}

Basically, the expression above follows from (13.2.6) by replacing the integrals with the help of a quadrature formula based on the points belonging to $\aleph_n$. Finally, we can estimate a certain norm of the error $|U - p_n|$ with a suitable generalization of theorem 9.4.1. The rate of convergence is obtained by examining the error due to the use of the quadrature in place of the exact integrals. For example, the error $|F(\phi) - F_n(\phi)|, \quad \phi \in P_n^{*,0}$, converges to zero with a rate depending on the smoothness of the function $f$ (see Canuto, Hussaini, Quarteroni and Zang (1988), section 9.7).

As usual, the analysis of the other Jacobi cases is more complicated. The Chebyshev case ($\alpha = \beta = -\frac{1}{2}$) is treated for instance in Bressan and Quarteroni (1986b). The strategy in this class of proofs is to deal with the two variables $x$ and $y$ separately, in order to take advantage of the theory developed for the one-dimensional case.

Of course, alternate spectral discretizations of Poisson’s equation, such as the tau method, may be considered. Further generalizations result from considering approximating polynomials of different degrees with respect to the variables $x$ and $y$. The same techniques apply to other partial differential equations defined in $\Omega$. For example, spectral methods have been successfully applied to approximate the Navier-Stokes
equations, which are briefly introduced in section 13.4. However, the theoretical study of convergence can be quite involved even for simple problems. Setting up an approximation scheme is not an easy task when $\Omega$ is not a square. In this situation, one can try to map $\Omega$ into a square and, after change of variables, discretize the new differential problem. Another approach, sometimes combined with the previous one, is to use a domain-decomposition method. The reader interested in this kind of applications can find a good list of references in the books of CANUTO, HUSSAINI, QUARTERONI and ZANG (1988), BOYD (1989).

13.3 Hints for the implementation

Besides the standard techniques used to numerically solve (13.2.3), other algorithms, related to the specific structure of the matrix $D_n^*$, $n \geq 2$, can be devised and implemented. First, let us introduce some notations. The tensor product of two $n \times n$ matrices $W \equiv \{w_{ij}\}_{1 \leq i \leq n}^{1 \leq j \leq n}$ and $Z \equiv \{z_{ij}\}_{1 \leq i \leq n}^{1 \leq j \leq n}$ is defined to be the $n^2 \times n^2$ block matrix

$$W \otimes Z := \begin{bmatrix} w_{11}Z & w_{12}Z & \cdots & w_{1n}Z \\ w_{21}Z & w_{22}Z & \cdots & w_{2n}Z \\ \vdots & \vdots & \ddots & \vdots \\ w_{n1}Z & w_{n2}Z & \cdots & w_{nn}Z \end{bmatrix}. $$

If $W$ and $Z$ are invertible, then we have the relation

$$(W \otimes Z)^{-1} = W^{-1} \otimes Z^{-1}. $$

Let $\hat{I}_n$ denote the $(n-1) \times (n-1)$ identity matrix. Thus, we obtain the following expression:

$$D_n^* = \hat{I}_n \otimes \hat{A}_n + \hat{A}_n \otimes \hat{I}_n,$$
where \( \hat{A}_n \) is the \((n-1) \times (n-1)\) matrix \( \{ \hat{d}^{(2)}_{ij} \}_{1 \leq i,j \leq n-1} \) (see (13.2.4) for \( n = 4 \)). In section 8.2 we claimed that for \( -1 < \alpha < 1 \) and \( -1 < \beta < 1 \), the eigenvalues of \(-\hat{A}_n\) are real positive and distinct, although this cannot always be proven.

Under this assumption, we can find an invertible \((n-1) \times (n-1)\) matrix \( B_n \) such that \( \hat{A}_n = B_n^{-1} A_n B_n \), where \( A_n \) is diagonal. At this point, one easily checks that \((B_n \otimes B_n)^{-1} D_n^* (B_n \otimes B_n)\) is equal to the diagonal matrix \( \hat{I}_n \otimes A_n + A_n \otimes \hat{I}_n \). This shows that the eigenvalues of \(-D_n^*\) can be recovered from those of problem (8.2.1). In particular, they are \( \lambda_{n,m} + \lambda_{n,k} \), \( 1 \leq m \leq n-1 \), \( 1 \leq k \leq n-1 \). From (13.3.2), we finally obtain the following relation (see Lynch, Rice and Thomas(1964)):

\[
(13.3.4) \quad (D_n^*)^{-1} = (B_n \otimes B_n)(\hat{I}_n \otimes A_n + A_n \otimes \hat{I}_n)^{-1}(B_n^{-1} \otimes B_n^{-1}).
\]

This suggests the possibility of performing the multiplication \( \tilde{f}_n \rightarrow (D_n^*)^{-1} \tilde{f}_n \) very efficiently, provided we know how to decompose the block \( \hat{A}_n \).

System (13.2.3) can be also solved by a preconditioned iterative method (see section 8.3). Following section 8.4, we can construct a \((n-1) \times (n-1)\) preconditioning matrix \( \hat{R}_n \) for \(-\hat{A}_n\), based on a finite-difference scheme at the collocation nodes. Then, one finds that the \((n-1)^2 \times (n-1)^2\) matrix \( R_n := \hat{I}_n \otimes \hat{R}_n + \hat{R}_n \otimes \hat{I}_n \) is a good preconditioner for \(-D_n^*\), since the eigenvalues of \( R_n^{-1} D_n^* \) and \( \hat{R}_n^{-1} \hat{A}_n \) have the same qualitative behavior. In addition, since \( R_n \) has the same structure of \( D_n^* \), we can invert it by the procedure described above.

Another iterative technique is the alternating-direction method, which is detailed in Peaceman and Rachford(1955), Douglas and Rachford(1956), Varga(1962). Let us fix the real parameter \( \omega > 0 \) and denote by \( I_n \) the \((n-1)^2 \times (n-1)^2\) identity matrix. The algorithm consists of two successive steps, i.e.,

\[
(13.3.5) \quad (-A_n + \omega I_n) \tilde{q}_n^{(k)} := \tilde{f}_n + (K_n A_n K_n + \omega I_n) \tilde{p}_n^{(k)}, \quad k \in \mathbb{N},
\]

\[
(13.3.6) \quad (-K_n A_n K_n + \omega I_n) \tilde{p}_n^{(k+1)} := \tilde{f}_n + (A_n + \omega I_n) \tilde{q}_n^{(k)}, \quad k \in \mathbb{N},
\]

where the initial guess \( \tilde{p}_n^{(0)} \) is assigned and \( \{ \tilde{q}_n^{(k)} \}_{k \in \mathbb{N}} \) is an auxiliary sequence of vectors. Then we have \( \lim_{k \to +\infty} \tilde{p}_n^{(k)} = \tilde{p}_n \), where \( \tilde{p}_n \) is the solution of (13.2.3).
The scheme (13.3.5)-(13.3.6) is implicit. However, we can invert the block diagonal matrix $-\mathcal{A}_n + \omega I_n$ in (13.3.5) by computing once and for all the inverse of the block $-\hat{\mathcal{A}}_n + \omega \hat{I}_n$. Similarly, by writing $-\mathcal{K}_n \mathcal{A}_n \mathcal{K}_n + \omega I_n)^{-1} = \mathcal{K}_n (-\mathcal{A}_n + \omega I_n)^{-1} \mathcal{K}_n$, we can deal with (13.3.6). The theory shows that the fastest convergence of the method is obtained when $\omega = \sqrt{\lambda_{n,1} \lambda_{n,n-1}}$, where $\lambda_{n,1}$ and $\lambda_{n,n-1}$ are the smallest and the largest eigenvalues of $-\hat{\mathcal{A}}_n$ respectively.

To conclude this section, we present the results of a numerical test. In (13.1.1) we take $f(x, y) := 2\pi$, $\forall(x, y) \in \Omega$, i.e., a constant charge density in $\Omega$. The corresponding potential $U$ is plotted in figure 13.3.1. Besides, in table 13.3.1, we report for different $n$ the value of the approximating polynomial $p_n$ at the center of $\Omega$. Chebyshev collocation nodes have been used. As $n$ increases, these computed quantities converge to a limit, which is expected to be the potential at the point $(0, 0)$.

**Figure 13.3.1** - Solution of problem (13.1.1) for $f \equiv 2\pi$. 
## Polynomial Approximation of Differential Equations

<table>
<thead>
<tr>
<th>$n$</th>
<th>$p_n(0, 0)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>1.570796326</td>
</tr>
<tr>
<td>4</td>
<td>1.856395658</td>
</tr>
<tr>
<td>6</td>
<td>1.851713702</td>
</tr>
<tr>
<td>8</td>
<td>1.851563407</td>
</tr>
<tr>
<td>10</td>
<td>1.851562860</td>
</tr>
<tr>
<td>12</td>
<td>1.851563065</td>
</tr>
</tbody>
</table>

**Table 13.3.1** - Approximations of $U(0, 0)$.

### 13.4 The incompressible Navier-Stokes equations

The Navier-Stokes equations describe, with a good degree of accuracy, the motion of a viscous *incompressible* fluid in a region $\Omega$ (see for instance Batchelor(1967)). They find applications in aeronautics, meteorology, plasma physics, and in other sciences. In two dimensions $\Omega$ is an open set of $\mathbb{R}^2$. The unknowns, depending on the space variables $(x, y) \in \bar{\Omega}$ and the time variable $t \in [0, T]$, $T > 0$, are the two components of the *velocity vector field* $\vec{V} \equiv (V_1, V_2)$, $V_i : \Omega \times [0, T] \to \mathbb{R}$, $1 \leq i \leq 2$, and the *pressure* $P : \Omega \times [0, T] \to \mathbb{R}$. Assuming that the *density* of the fluid is constant, after dimensional scaling the equations become

<table>
<thead>
<tr>
<th>Equation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>(13.4.1)</td>
<td>$\frac{\partial V_1}{\partial t} + V_1 \frac{\partial V_1}{\partial x} + V_2 \frac{\partial V_1}{\partial y} - \nu \Delta V_1 = -\frac{\partial P}{\partial x}$ in $\Omega \times [0, T]$,</td>
</tr>
<tr>
<td>(13.4.2)</td>
<td>$\frac{\partial V_2}{\partial t} + V_1 \frac{\partial V_2}{\partial x} + V_2 \frac{\partial V_2}{\partial y} - \nu \Delta V_2 = -\frac{\partial P}{\partial y}$ in $\Omega \times [0, T]$,</td>
</tr>
<tr>
<td>(13.4.3)</td>
<td>$\frac{\partial V_1}{\partial x} + \frac{\partial V_2}{\partial y} = 0$ in $\Omega \times [0, T]$,</td>
</tr>
</tbody>
</table>
where $\nu > 0$ is a given parameter associated with the *kinematic viscosity*, and $\Delta$ is the Laplace operator defined in (13.1.1). The nonlinear relations (13.4.1) and (13.4.2) are known as *momentum equations*, while (13.4.3) is the *continuity* (or *incompressibility*) equation. They express the conservation laws of the momentum and the mass respectively. We note the analogy between the momentum equations and the Burgers equation, presented in section 10.4 for the case of one space variable. The functions $V_i$, $1 \leq i \leq 2$, require initial and boundary conditions. For example, by imposing $V_i \equiv 0$ on $\partial \Omega \times [0,T]$, $1 \leq i \leq 2$, we are specifying a *no-slip* condition at the boundary. Instead, no initial or boundary conditions are needed for the pressure, which is determined up to an additive constant.

For a theoretical study of the equations (13.4.1)-(13.4.3), the reader is invited to consult the books of Ladyzhenskaya (1969), Temam (1985), Kreiss and Lorenz (1989) and the numerous references contained therein. On the subjects of numerical approximation by finite-differences or finite element methods the bibliography is very rich, and a comprehensive list of references cannot be included here. We would like to remark that the numerical investigation of the equations relevant to the physics of fluids has also been a primary source of algorithms and solution techniques in the field of spectral methods. Due to the abundance of results, we are unable to mention all the contributors. A distinguished referring point is the book of Canuto, Hussaini, Quarteroni and Zang (1988), which is specifically addressed to computations in fluid dynamics. The reader will find there material for further extensions.
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This short but comprehensive introduction to spectral methods for differential equations and time-dependent boundary-value problems addresses both students and practitioners, especially in the engineering sciences. It gives the theoretical analysis of problems of convergence as well as numerical implementations, and unlike existing texts has the advantage of being very concise.